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ABSTRACT

In recent years, multiple-input multiple-output (MIMO) antennas systems have

quickly become an inevitable wireless technology not only for WLANs but also for

mobile networks. Based on the benefits of using multiple transmit antennas and

multiple receive antennas, MIMO systems can provide high quality and high speed

services. However, for high speed transmission, frequency-selective fading (FSF) is

a factor that will degrade the system performance and may cause significant link

failure in a broadband wireless communications environment. Two architectures

have been investigated for MIMO system to mitigate the effect of FSF. The first

architecture is transmission of multiple data streams through spatial multiplexing

such as MIMO OFDM (Orthogonal Frequency Division Multiplexing), MIMO SDM

(Spatial Division Multiplexing). The second architecture is transmission of a single

data stream such as MIMO system based on the transmit diversity technique or

using Tapped Delay Line (TDL) structure. Unfortunately, those proposed schemes

for both single and multiple data streams in FSF are still a lot of complexities

concerning the configuration. In principle, they are not yet to show how many

delayed channels should be cancelled by a MIMO system. This dissertation gives

insight into the weights determination scheme for a simple MIMO beamforming

configuration with assumption of perfect channel state information at both the

transmitter and receiver. Based on our proposed iterative update algorithm, the

optimal transmit and receive weight vectors are determined to apply to MIMO



frequency-selective fading channels that will maximize the output SINR (Signal

to Interference and Noise Ratio) and show maximum number of delayed channels

cancellation.

Firstly, the dissertation presents an issue problem of a single data stream trans-

mission using MIMO beamforming scheme. An iterative update algorithm for the

transmit and receive weight vectors is determinated in a single user case. Using

this method, the degree of freedom (DOF) of both the transmit and the receive

antennas are joined together to suppress the delayed channels and maximize the

output SINR. The maximum number of delayed channels cancellation is analyzed

based on the DOF and confirmed by the computer simulation results.

Next, an iterative update algorithm for transmit and receive weight vectors

for multiuser system has been studied to apply to MIMO frequency-selective fad-

ing channels. Based on the proposed iterative algorithm, improvement of output

SINR and maximum number of delayed channels cancellation are ascertained by

our analysis and results of computer simulation.

Finally, based on assumption of the delayed channels are known as well as the

desired channel, a spatial-temporal adaptive MIMO beamforming scheme has pro-

posed to improve the system performance by utilizing multiple delayed versions of

the transmitted signal. Numerical results demonstrate in comparison with simula-

tion results to validate the analysis.
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Chapter 1

Introduction

1.1 Context of Work

Wireless communications networks are growing from 3G toward a new generation,

which provide high quality and high speed services. For the demands in broadband

wireless access technologies such as mobile internet, multi-media, however, one of

the main problems addressed in wireless communications is signal distortion. It

can be classified as Inter-Symbol Interference (ISI) due to the signal delay of going

through the multipath fading and Co-Channel Interference (CCI) due to the multi-

ple accesses that will degrade the performance of system and may cause significant

link failure in a wireless communications environment [1]-[8].

Adaptive array is one of the most expected ways that enables to improve the

performance of wireless communication system. In particular, an important feature

is its capability to cancel CCI independent of the angle of arrival. The more an-

tenna elements in an array, the more degrees of freedom (DOF) of array possess

to combat the interference and mulitpath fading. For instance, an N -element an-

tenna array has (N −1) DOF and thus can cancel (N −1) CCIs independent of the

multipath environment. For ISI, however, since the conventional adaptive arrays

using narrowband beamformer processes the received signal only in spatial domain,

it cannot treat the delayed versions of the transmitted signal as separated signals.

The solution to the problem is to keep the arrays from having to use its spatial

processing in combination with temporal filter using tapped delayed line (TDL)

structure [9, 10]. It is also referred to as wideband beamformer adaptive arrays.

Therefore, spatial and temporal equalizer based on an antenna array will become

1



1.1 Context of Work

a breakthrough technique, which has capability to suppress effectively both CCI

and ISI. Much research on spatial and temporal signal processing using an antenna

array at base station (BS) has been proposed. Several adaptive algorithms for de-

riving the optimal weight vector in the time domain such as Least Mean Squares

(LMS), Recursive Least Squares (RLS), and Constant Modulus Algorithm (CMA),

which have been illustrated in chapter 2, are view points of extending techniques of

spatial and temporal digital equalizer. However, resolving simultaneously both the

CCI and the ISI is a difficult task for spatial and temporal adaptive array (STAA)

since it requires recursive computation slow convergence in searching for optimum

weight vector.

Multiple antenna structure divided into two groups has been of special inter-

est, particularly in the last two decades. They are including: use of antenna array

only at receiver, known as single-input multiple-outputs (SIMO) systems; and use

of antenna only at transmitter, known as multiple-inputs single-output (MISO)

systems. However, in order to satisfy the needs of the high performance and capac-

ity of wireless communications system, use of antenna arrays at both transmitter

and receiver, known as multiple-input multiple-output (MIMO) systems have been

proposed in recent years. If multipath scattering is sufficiently rich and properly ex-

ploited, MIMO systems show high performance and capacity compared with SIMO

and MISO systems. While most researches have considered the theoretical capac-

ity and output maximum Signal-to-Noise and Interference Ratio (SINR) of MIMO

systems in flat fading environment [26]-[38], the implementation issues in wideband

MIMO systems for frequency-selective fading environment are still a challenging

topic which needs to be resolved.

For solving the MIMO frequency-selective fading channels, spatial multiplex-

ing OFDM has been proposed to transmit multiple independent streams simul-

taneously, where the number of independent streams is limited by the minimum

number of antenna elements at both ends thus frequency-selective MIMO channels

are transformed into several frequency-flat MIMO channels. And besides, the de-

cision feedback equalization technique, where MIMO antennas systems equipped

with tapped delayed line (TDL) structure, have been proposed for mitigating the

frequency-selective fading. However, they so far still suffer from computational

complexity, compact and low-cost hardware. Although there are many techniques

2



1.2 Original Contributions

proposed for MIMO frequency-selective fading environment with or without prior

knowledge of Channel State Information (CSI) at the transmitter and/or receiver,

they do not yet point out how many delayed channels can be effectively cancelled

by using adaptive beamforming by adjusting both the transmit and receive weight

vectors in the MIMO system. Therefore, the solution to the problem is to determi-

nate the optimal transmit and receive weight vectors for MIMO frequency-selective

fading without using the TDL equipment.

With M and N antenna elements equipped at the transmitter and receiver, re-

spectively, the weight vectors determination scheme for the transmitter and receiver

of a MIMO beamforming is performed by utilizing spatial filter to mitigate CCI and

ISI and maximize the output SINR. On the other hand, our proposed scheme has a

capability to reduce computational complexity and achieve faster convergence rate

compared with MIMO systems having TDL structure in the transmitter and/or

receiver.

The original contributions of our work are presented in the next section.

1.2 Original Contributions

Several contributions on the weight vectors determination for the transmitter and

receiver of the MIMO beamforming configuration and its performance has been

made in this work. Parts of these contributions have been published or submitted

for publication. The following list summarizes our main contributions within the

scope of this work.

• Firstly, a detailed weight vectors for transmitter and receiver of a MIMO

beamforming scheme in frequency-selective fading environment is presented

in Chapter 4. The result of analysis was published in the IEICE Transaction

on Communications, vol.E87-B, no.8, August, 2004.

• Second is the detailed weight vectors for multiuser system of a MIMO beam-

forming in frequency-selective fading channels performed in Chapter 5. The

result of the analysis was published in the IEICE Transaction on Funda-

mentals, Special Section on Adaptive Signal Processing and Its Applications,

vol.E88-A, no.3, March, 2005.

3



1.3 Structure of the Thesis

• Third is an extensible configuration of MIMO beamforming that improves the

performance of system by utilizing multiple delayed versions of the transmitted

signal instead of suppressing them. The result of the analysis is submitted to

IEICE Transaction on Communications (Under 1st Review)

1.3 Structure of the Thesis

The organization of this thesis is as follows.

We begin by describing fundamentals of adaptive arrays in Chapter 2. The

basic concepts and classification of adaptive arrays are presented. Then the array

signal model in multipath fading environments is developed. Criteria to optimize

performance of adaptive arrays and adaptive algorithms to obtain optimal weight

vector are also summarized.

In Chapter 3, such a single data stream and multiple data streams transmissions

using a single carrier are presented providing a fundamental understanding of the

MIMO beamforming with the perfect CSI at both sides in wireless communications.

A SIMO system with a single antenna element at the transmitter and N antenna

elements at the receiver has (N − 1) DOF that mitigates effectively (N − 1) inter-

ferences. Similarly to a MISO system with M antenna elements at the transmitter

and a single antenna element at the receiver has a capability to cancel (M − 1) in-

terferences. As a result, the DOF or maximum cancellation number of interferences

for the MIMO system with M antenna elements at the transmitter and N antenna

elements at the receiver should be a certain, which is whether larger than that of

both SIMO and MISO systems or not, is described here.

In Chapter 4, we propose the weight vectors determination for the transmit-

ter and receiver for MIMO beamforming for a single data stream transmission in

frequency-selective fading channels. Through studying the optimal transmit and

receive weight vectors determination for MIMO frequency-selective fading, I have

successfully proposed the cancellation of (M + N − 2) delayed channels for the

MIMO beamforming scheme, where M and N are antenna elements at base sta-

tion (BS) and mobile station (MS), respectively. Based on the proposed MIMO

beamforming scheme without using TDL can effectively mitigate multipath fading

in frequency-selective channels while having reduced computational complexity.

4



1.3 Structure of the Thesis

The detailed weight vectors determination for multiuser system of a MIMO

beamforming for a single data stream transmission in frequency-selective fading

channels is presented in Chapter 5. Based on the method proposed in Chapter 4,

we analyze a maximum number of interference channels, which could be eliminated

in multiuser system, in two cases of the receive weight vectors optimization only and

iterative update of both end weight vectors. For the first case, which is character-

ized by simple scheme, shown good performance for propagation channel when the

preceding channel of the desired user has few its own interference channels, while

the second case shown better performance but more sophisticated scheme.

Chapter 6 is an extension of our proposed scheme, which presented in Chapter

4, to improve the performance of system by utilizing multiple delayed versions of

the transmitted signal. In Chapter 4, when the preceding wave arrives first which

is considered as the desired path, and the subsequent waves represent the undesired

paths reflected at increasing distance from the receiver, determination of the trans-

mit and the receive weight vectors for MS and BS, respectively, has been studied

to apply to MIMO frequency-selective fading channels for maximizing the SINR. In

this research, however, in order to improve the SINR by utilizing multiple indepen-

dent versions delayed signal of the preceding path instead suppressing them at the

BS, a spatial-temporal adaptive MIMO beamforming was proposed and compared

with detection of the preceding way only.

Finally, Chapter 7 summarizes the main results of this work and concludes this

thesis by suggesting a list of open topics for the future research.

5



Chapter 2

Fundamentals of Adaptive Arrays

This Chapter presents principal concepts of antenna arrays. Array signal model

and different types of adaptive beamforming for narrow and wide band signals

are illustrated. In particular, criteria for performance optimization and adaptive

algorithms are analyzed in searching the optimal weight vector for antenna array.

Finally, the benefits of using adaptive arrays in wireless communication system are

also discussed.

2.1 Basic Concepts of Adaptive Signal Processing

An antenna array consists of two or more antenna elements that are spatially ar-

ranged by a real-time adaptive processor which produce a directional radiation

pattern. Some time antenna array is also referred to as adaptive antennas or smart

antennas. Antenna array can be arranged in various geometry configurations of

which the most popular are linear, circular and planar shown in Figure 2.1.

A linear antenna array consists of antenna elements separated on a straight line

by a given distance. If adjacent elements are equally spaced the array is referred to

as a uniformly linear array (ULA). If, in addition, the phase αn of the feeding current

to the nth antenna element is increased by αn = nα, where α is a constant, then the

array is referred to as a progressive phase-shift array. If the feeding amplitudes are

constant, then the array is called a uniform array. Similarly, if the array elements

are arranged in a circular manner as depicted in Figure 2.1(b), then the array

is referred to as an uniform circular array (UCA). The circular array produces

beams of a wider width than the corresponding linear array when they are the same

6



2.1 Basic Concepts of Adaptive Signal Processing

(a)

(b) (c)

Figure 2.1: Different geometry configurations of antenna arrays.

Figure 2.2: Adaptive Array Configuration.

number of elements and the same spacing between them. While both linear and

circular arrays can only perform one-dimensional beamforming (horizontal plane),

the planar antenna array can be used for two-dimensional (2-D) beamforming (both

in vertical and horizontal planes). An example realization of a planar array is

depicted in Figure 2.1(c).

The principle of antenna arrays is the same although theirs geometry config-

urations are different. However, since the analysis and synthesis are simple, the

uniformly linear arrays are often used in both study and experiment compared to

that of the rest. The detailed mathematics of geometries can be described in [11].

Throughout this work, the uniformly linear array is restricted to our study. Figure

7



2.2 Uniformly Linear Array

2.2 shows the most basic structure of the linear adaptive array, which is discussed

in these section as follows.

2.2 Uniformly Linear Array

Consider an N -element ULA which is illustrated in Figure 2.3.

1( )n t
2 ( )n t( )nn t( )Nn t

12nN

dsin�

�

d

Plane Wave Front Incident Plane Wave

Reference
Element

Figure 2.3: Singal model for ULA.

In Figure 2.3, the array elements are equally spaced by a distance d, and a plan

wave arrives at the array from a direction θ off the array broad side. The angle θ is

measured from the principle axis of the array and is called the direction-of-arrival

(DOA) or angle-of-arrival (AOA) of the received signal. The plane wave front at

the first element should propagate through a distance d sin θ to arrive at the second

element. If we take the first element as the reference element and the signal at the

reference element is s(t), then the phase delay of the signal at element n relative

to element 1 is (n − 1)kd sin θ, where k = 2π/λ is a number waves and λ is the

wavelength of the carrier. Therefore, the received signal at the nth element is given

by

xn(t) = s(t)e−j 2π
λ

(n−1)d sin θ (2.1)

where j =
√−1 is the imaginary.

8



2.2 Uniformly Linear Array

Let us arrange xn(t) in a vector form as

x(t) = [x1(t) x2(t) ... xN(t)]T (2.2)

and let

a(θ) = [1 e−j 2π
λ

d sin θ ... e−j 2π
λ

(N−1)d sin θ]T (2.3)

where (.)T denotes the transpose operation. Then equation 2.2 may be expressed

in vector form as

x(t) = a(θ)s(t) + n(t) (2.4)

where the noise vector has been defined as

n(t) = [n1(t) n2(t) ... nN(t)]T (2.5)

The vector x(t) is often referred to as the array input data vector and a(θ) is

called the steering vector. In ULA, the steering vector is only a function of the

angle-of-arrival. However, in general, the steering vector is also a function of the

individual element response, the array geometry and signal frequency over which

the collection of steering vectors for all angles and frequencies is referred to as the

array manifold.

It should be note that if the bandwidth of the impinging signal expressed in

(2.1) is much smaller than the reciprocal of the propagation time across the array,

the signal is referred to as narrowband signal; otherwise it is referred to as wideband

signal.

We now extend the ULA model to a more general case with effects of multipath

fading and multiuser. Suppose there are U users impinging on the array and the

incident signal of the ith user si(t) having Li multipaths are uncorrelated with

complex amplitudes αi,l, AOA θi,l and the excess path delay τi,l. Then the received

signal for the ith user may be expressed as

xi(t) =

Li∑
l

αi,la(θi,l)si,l(t − τi,l) + n(t) (2.6)

The received signal at the array is a superposition of all the impinging signals

and noise. Therefore, the received data vector can be expressed as

x(t) =

U∑
i

Li∑
l

αi,la(θi,l)si,l(t − τi,l) + n(t) (2.7)

9



2.3 Beamforming and Spatial Filtering

In matrix notation, (2.7) becomes

x(t) = A(Θ)s(t) + n(t) (2.8)

where A(Θ) is N × U matrix of the steering vectors

A(Θ) = [a(Θ1) a(Θ2) ... a(ΘU )] (2.9)

and

s(t) = [s1(t) s2(t) ... sU(t)]T (2.10)

2.3 Beamforming and Spatial Filtering

Beamforming techniques exist that can yield multiple, simultaneously available

beams. The beams can be made to have high gain and low side-lobes, or con-

trolled beam width. Adaptive beamforming techniques dynamically adjust the ar-

ray pattern to optimize some characteristic of the received signal. The desired and

interfering signals usually originate from different spatial locations, antenna arrays

can exploit the spatial characteristic to reject interfering signals having a DOA dif-

ferent from that of a desired signal sources. Multi-polarized array can also reject

interfering signals having different polarization states from the desired signal, even if

the signals have the same DOA. This process of maximizing the signal-to-noise and

interference (SINR) based on their spatial characteristic is called spatial filtering

and is used in the reverse or uplink (from mobile to base station). Similarly, based

on the information estimated from uplink, beamforming is utilized in the forward

or downlink (from base station to mobile) to maximize the transmit power of base

station to a desired user while suppressing the others. On one hand, antenna arrays

using adaptive beamforming are to maximize the SINR, they are called adaptive

beamforming. On the other hand, they are designed to steer toward the beams and

away from the specific interference locations, it is called null-beamforming.

The antenna elements in an adaptive array collect spatial samples of propagating

wave fields, which are processed by the beamformer [12]. Currently, there are two

types of beamformer, namely, narrowband beamformer and wideband beamformer.

A typical narrowband and wideband beamformers are shown in Figure 2.4 and

Figure 2.5.
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2.3 Beamforming and Spatial Filtering
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2w
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2 ( )x t

1( )x t

Figure 2.4: Configuration of an adaptive narrowband beamformer.

In Figure 2.4, the output of array multiplied by a weight vector of the received

signal at time t is given by

y(t) =
N∑

n=1

w∗
nxn(t) (2.11)

where wn is called the complex weight and xn(t) is the received signal at sensor nth.

Equation (2.11) may also be rewritten in vector form as

y(t) = wHx(t) (2.12)

where (.)H denotes the complex conjugate (Hermitian) transpose and w is called

the complex weight vector and is defined as

w = [w1 w2 ... wN ]T (2.13)

In Figure 2.5, the received signal vector is fed into both spatial and tempo-

ral domains and employed to process when signals of significant frequency extent

(broadband) are of interest. This beamformer process is called spatial-temporal

equalizer. The output may be expressed as

y(t) =

N∑
n=1

K−1∑
k=0

w∗
n,kxn(t − k) (2.14)
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2.3 Beamforming and Spatial Filtering
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Figure 2.5: Configuration of an adaptive wideband beamformer.

where K − 1 is the number of delays in each of the N sensor elements. Let

w = [w1,0 w1,1 ... w1,K−1 ... wN,0 wN,1 ... wN,K−1]
T (2.15)

and

x(t) = [x1(t) ... x1(t − K + 1) ... xN (t) ... xN(t − K + 1)]T (2.16)

The output of the broadband beamformer can be now rewritten as

y(t) = wHx(t) (2.17)

The TDL is not only useful for providing the desired adjustment of gain and

phase for wideband signals but also for other purpose such as mitigation of mul-

tipath under frequency-selective fading and compesation for effects of interchannel

mismatch [10, 13]. However, the broadband beamformer using TDL structure is

practical difficulties associated with the equalization at several megabits per second

with high speed, compact, and low-cost hardware. Beside the broadband beam-

former using TDL considered so far is a classical time domain processor, Fast Fourier

12



2.3 Beamforming and Spatial Filtering

transform (FFT) has been used to replace TDL structure in the beamformer con-

figuration resulting in an equivalent frequency domain broadband beamformer as

shown in Figure 2.6 [8],[10].
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S/P: serial-to-parallel conversion
P/S: parallel-to-serial conversion

Figure 2.6: Frequency domain beamformer using FFT.

In Figure 2.6, broadband signals from each element are transformed into fre-

quency domain using the FFT and each frequency bin is processed by a narrow-band

processor structure. In other words, each signal xn(t) is decomposed into K subband

signals and converted into the frequency domain using the FFT filter bank. After

being multiplied by the optimum weights, which estimated from adaptive algorithm

such as the Least Mean Square (LMS) algorithm, the weight samples are combined

corresponding to each subband. The combined samples are then converted back

into time domain using the IFFT filter bank. Finally, the array output signal y(t)

is achieved after the parallel-to-serial conversion. The advantage of the frequency

domain approach is reduction of computational load and increases the convergence

rate. Since the weight vector for each subband is estimated independently, the pro-

cess of selecting the weight vectors can be performed in parallel, leading to fast

weight update [8].
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2.4 Adaptive Criteria

2.4 Adaptive Criteria

With an adaptive array, the signals received by each antenna are weighted and

combined to improve output signal performance. Some of the most frequently used

performance criteria include Minimum Mean Square Error (MMSE), Maximum-

Signal-to-Noise and Interferences Ratio (MSINR), Minimum Variance (MV) and

Maximum Likelihood (ML), which will be described below.

2.4.1 Minimum Mean Square Error (MMSE)

The MMSE criterion is first considered by Widrow et al. in [1]. The Criterion

make a bid for minimizing the mean-squared error between the desired signal s(t)

and the array output y(t) based on a training signal d(t), which is known to both the

BS and MS. The training signal d(t) is usually sent from the BS to MS to estimate

the propagation environment. After the training period, the data is sent and the

information obtained from the training period is useful to process the received data.

The training signal is referred to as the reference signal that closely approximates

the desired signal. We shall now consider the adaptive array shown in Figure 2.7,

the input signal vector is given by

Figure 2.7: MMSE criterion Adaptive Array.

x(t) = a(θ)s(t) + n(t) (2.18)
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2.4 Adaptive Criteria

where n(t) is the i.i.d additive noise vector, which is assumed to be complex Gaus-

sian process with zero-mean and variance N0, θ is the AOA, and a is the array

propagation vector for the desired signal (steering vector)

a(θ) = [1 ejπ sin θ ... ej(N−1)π sin θ]T (2.19)

The beamformer in the receiver uses the information of the training signal to

compute the optimal weight vector w(opt). If the channel environment and the

interference characteristics remain constant from one training period until the next,

the weight vector w(opt) will use to give the output y(t)

y(t) = wHx(t) (2.20)

Then the error signal is given by

e(t) = d(t) − y(t)

= d(t) − wHx(t) (2.21)

and the mean-squared error is defined by

E{|e(t)|2} = E{|d(t) − wHx(t)|2} (2.22)

where E{.} denotes the ensemble expectation operator. Expanding (2.22) we have

E{|e(t)|2} = E{|d(t)|2} −wT E{w∗(t)d(t)} − wHE{x(t)d∗(t)} + wHE{x(t)xH(t)}w
= E{|d(t)|2} −wTp∗

xr −wHpxr + wHRxxw (2.23)

where pxr = E{x(t)d∗(t)} is the N×1 cross-correlation vector and Rxx = E{x(t)xH(t)}
is the M × M correlation matrix. Here (.)∗ denotes the complex conjugate. The

optimum weight vector can be found by setting the gradient of (2.23) with respect

to w equal to zero

∇wE{|e(t)|2} = −2pxr + 2Rxxw = 0 (2.24)

Rearranging

Rxxw = pxr (2.25)

Assuming Rxx is non-singular, the optimum solution is found as

wopt = R−1prx (2.26)
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2.4 Adaptive Criteria

Equation (2.26) is called the Wiener-Hopf equation [14]. By substituting (2.26)

into (2.23), we have the minimum of mean-squared error

E{|e(t)|2} = E{|d(t)|2} − pH
xrR

−1
xxpxr (2.27)

2.4.2 Maximum-Signal-to-Noise and Interference Ratio (MSINR)

This criterion is used to maximize the output SINR at BS. Starting from (2.18),

the output of the array can be expressed as

y(t) = wHx(t) = wHs(t) + wHn(t)

= ys(t) + yn(t) (2.28)

The average output SINR is given by

SINR = E{ |ys(t)|2
|yn(t)|2} = E{ wHs(t)sH(t)w

wHn(t)nH(t)w
} =

wHRssw

wHRnnw
(2.29)

where Rss = s(t)sH(t) and Rnn = n(t)nH(t). Taking the gradient of (2.29) with

respect to w is

∇wSINR =
∇w(wHRssw)(wHRuuw) − (wHRssw)∇w(wHRnnw)

(wHRnnw)2

=
2Rssw(wHRuuw) − 2Rnnw(wHRssw)

(wHRnnw)2
(2.30)

The optimum weight vector wopt can be found by setting ∇wSINR = 0, which

leads to

Rss =
wHRssw

wHRnnw
Rnnw (2.31)

Noting that Rss = E{s(t)sH(t)} = E{|s(t)|2a(θ)aH(θ)} and aH(θ)wE{|s(t)|2}
is a scalar, we have

a(θ) =
wHa(θ)

wHRnnw
Rnnw (2.32)

Define

1

ζ
=

wHa(θ)

wHRnnw
(2.33)

Then the optimum weight vector can be expressed in a similar form of the

Wiener-Hopf equation as

wopt = ζR−1
nna(θ) (2.34)
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2.4 Adaptive Criteria

2.4.3 Minimum Variance (MV)

If the desired signal and its direction are both known, one way of ensuring a good

signal reception is to minimize the output noise variance. Minimum variance is also

known as linear constrained minimum variance (LCMV). Recall the beamformer

output from (2.12)

y(t) = wHx(t) = wHa(θ)s(t) + wHn(t) (2.35)

In order to ensure that the desired signal is passed with a specific gain and

phase, a constraint may be used to so that response of the beamformer to the

desired signal is

wHa(θ) = g (2.36)

Minimization of contributions of the output due to interference is accomplished

by choosing the weight vector to minimize the variance of the output power

Var{y(t)} = wHRssw + wHRnnw (2.37)

subject to the constraint defined in (2.36). Using the method of Lagrange, we have

∇w(
1

2
wHRnnw + β[1 − wHa(θ)]) = Rnnw − βa(θ) (2.38)

where

β =
g

aH(θ)R−1
nna(θ)

(2.39)

then the optimum weight vector using MV criterion can be expressed as

wopt = βR−1
nna(θ) (2.40)

when g = 1, the MV beamformer is often referred to as the Capon beamformer [14].

2.4.4 Maximum Likelihood (ML)

The Maximum-Likelihood criterion is known to be a powerful approach and fre-

quently used in signal processing. Recall the input signal vector from (2.12)

x(t) = a(θ)s(t) + n(t) = s(t) + n(t) (2.41)
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2.5 Adaptive Algorithms

Letting px(t)|s(t)(x(t)) denotes the probability density function for s(t) given x(t).

Since the natural logarithm is a monotone function, we define the Likelihood func-

tion as

�(x(t)) = − ln(px(t)|s(t)(x(t))) (2.42)

Assume that the u(t) is a stationary zero-mean Gaussian vector having a co-

variance matrix Ruu. The Likelihood function can be expressed as

�(x(t)) = C(x(t) − a(θ)s(t))HR−1
uu (x(t) − a(θ)s(t)) (2.43)

where C is a constant with respect to x(t) and s(t).

The Maximum Likelihood estimate ŝ(t) of the s(t) is given by the location of

the maximum of the Likelihood function. Using derivatives, the calculation of the

Maximum Likelihood estimate becomes

∂�(x(t))

ŝ(t)
= −2aH(θ)R−1

uux(t) + 2ŝ(t)aH(θ)R−1
uua(θ) = 0 (2.44)

Since aH(θ)R−1
uua(θ) is a scalar, (2.44) is expressed as

ŝ(t) =
aH(θ)R−1

uu

aH(θ)R−1
uua(θ)

x (2.45)

Comparing (2.45) with (2.12), the optimal weight vector using ML criterion is given

by

w
(opt)
ML =

R−1
uua(θ)

aH(θ)R−1
uua(θ)

(2.46)

Define

η =
1

aH(θ)R−1
uua(θ)

(2.47)

then the optimal weight vector using ML criterion can be expressed

w
(opt)
ML = ηR−1

uua(θ) (2.48)

The ML beamformer is also referred to as the Capon beamformer.

2.5 Adaptive Algorithms

In the preceding section, we have shown that the optimum criteria are closely related

to each other. Therefore, the choice of a particular criterion is not critically impor-

tant in terms of performance. On the other hand, the choice of adaptive algorithms
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2.5 Adaptive Algorithms

for deriving the adaptive weight vector is highly important in that it determines

both the speed of convergence and hardware complexity required to implement the

algorithm. In this section, we will discuss a number of common adaptive techniques.

2.5.1 Least Mean Square (LMS)

The Least Mean Square is the most popular adaptive algorithm for continuous

adaptation. It has been well studied and is well understood [15]. It is based on the

steepest-descent method, which is proceeded as follows

1. Begin with an initial value w(0) for the weight vector, which is chosen arbi-

trarily. Typically, w(0) is set equal to a column vector of an M ×M identity

matrix.

2. Using this initial or present guess, compute the gradient vector ∇(J(t)) at

time t (i.e., the tth iteration).

3. Compute the next guess at the weight vector by making a change in the initial

or present guess in a direction opposite to that of the gradient vector.

4. Go back to step 2 repeat the process.

It is intuitively reasonable that successive corrections to the weight vector in

the direction of the negative of the gradient vector eventually lead to the MSE, at

which point the weight vector assumes its optimum value. According to the method

of steepest decent, the updated value of the weight vector at time t+1 is computed

by using the simple recursive relation.

Now, we can describe the LMS algorithm by the following three equations

y(t) = wH(t)x(t) (2.49)

e(t) = d(t) − y(t) (2.50)

w(t + 1) = w(t) − µ

2
∇E{e2(t)} (2.51)

where µ is the step size which controls the convergence characteristics of w(t)

0 < µ <
1

λmax
(2.52)
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2.5 Adaptive Algorithms

Here λmax is the largest eigenvalue of the covariance matrix Rxx, we have

∇E{e2(t)} = −2pxr + 2Rxxw(t) (2.53)

Replacing (2.53) into (2.41), we have

w(t + 1) = w(t) + µ[pxr − Rxxw(t)]

= w(t) + µx(t)e∗(t) (2.54)

The LMS algorithm is a member of a family of stochastic gradient algorithms

since the instantaneous estimate of the gradient vector is a random vector that

depend on the input data vector x. The LMS algorithm requires about 2N complex

multiplications per iteration, where N is the number of weight elements used in the

adaptive array. An example of the LMS convergence characteristic is shown in

Figure 2.8 More details about the LMS algorithm are discussed in [16],[17].
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Figure 2.8: An example of the LMS learning curve using linear array elements with
d = λ/2, N = 4, µ = 0.005, SNRin = 10dB

2.5.2 Sample Matrix Inversion (SMI)

Rxx(t) =
1

t

t∑
i=1

x(i)xH(i) (2.55)
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2.5 Adaptive Algorithms

rxr(t) =
1

t

t∑
i=1

x(i)p∗(i) (2.56)

It follows that the estimated weight vector using the SMI algorithm is given by

w(t) = R−1
xx (t)pxr(t) (2.57)

Note that the SMI is a block-adaptive algorithm and has been shown to be the

fastest algorithm for estimating the optimum weight vector [18]. However, it suffers

the problems of increased computational complexity and numerical instability due

to inversion of a large matrix.

2.5.3 Recursive Least Square (RLS)

Unlike the LMS algorithm which uses the method of steepest-descent to update

the weight vector, the Recursive Least Square (RLS) algorithm uses the method of

least-squares to adjust the weight vector. In the method of least squares, we choose

the weight vector w(t), so as to minimize a cost function that consists of the sum of

error squares over a time window. In the method of steepest-descent, on the other

hand, we choose the weight vector to minimize the ensemble average of the error

squares.

In the exponentially weighted RLS algorithm, at time t, the weight vector is

chosen to minimize the cost function.

Q(t) =
t∑

i=1

γt−i|e(i)|2 (2.58)

where γ is a positive constant close to one, which determines how quickly the

previous data are de-emphasized. In a stationary environment, however, γ should

be equal to 1, since all data past and present should have equal weight. The RLS

algorithm can be described by the following equations

q(t) =
γ−1P(t − 1)x(t)

1 + γ−1xH(t)P(t − 1)x(t)
(2.59)

α(t) = d(t) − wH(t − 1)x(t) (2.60)

w(t) = w(t − 1) + q(t)α∗(t) (2.61)
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2.5 Adaptive Algorithms

P(t) = γ−1P(t − 1) − γ−1q(t)wH(t)P(t − 1) (2.62)

The initial value of P(t) can be set to

P(0) = δ−1I (2.63)

where I is the N × N identity matrix, and δ is a small positive constant.

An important feature of the RLS algorithm is that it utilizes information con-

tained in the input data, extending back to the instant of time when the algorithm

is initiated. An example of the convergence characteristic of the RLS algorithm

is depicted in Figure 2.9. The resulting rate of convergence is therefore typically

an order of magnitude faster than the simple LMS algorithm. This improvement

in performance, however, is achieved at the expense of a large in computational

complexity. The RLS algorithm requires (4N2 + 4N + 2) complex multiplications

per iteration, where N is the number of weights used in the adaptive array. More

details about the RLS algorithm are discussed in [19],[20].
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Figure 2.9: An example of the RLS learning curve using linear array elements with
d = λ/2, N = 4, γ = 1, SNRin = 10dB
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2.6 Benefits of Using Adaptive Arrays in Wireless Commu-

nication Systems

If a base station in a cellular system uses an adaptive, several benefits are produced

[21, 22]:

2.6.1 Signal Quality Improvement

The antenna gain is the increased average output SINR with these multiple anten-

nas. Define the input SNR as SNRin than if the N antennas are employed, the

combined signals are added in phase, while the noise is added incoherently, produc-

ing (N − 1) degree of freedom to suppress (N − 1) interferences. In a propagation

environment without multipath fading, the output SINR can be found as

SINRout = N × SNRinput (2.64)

or

SINRout[dB] = log10 N + SNRinput[dB] (2.65)

From (2.65), it is clear that the array gain achieved by an adaptive array is

G = log10 N (2.66)

In the multipath fading environment, if L delayed versions of the transmitted

signal are exploited effectively, the output SINR is given by

SINRout[dB] = G + 10 log10(L) + SNRin[dB] (2.67)

Let us taking a simple case of spatially uncorrelated 2-paths model as an exam-

ple, the output SINR is estimated as

SINRout[dB] = G + 10 log10(2) + SNRin[dB] (2.68)

Figure 2.10 shows the SNR versus the number of employed array elements. This

means that the richer the multipath fading environment is, the more diversity gain

can be achieved.
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Figure 2.10: Output SNR versus number of array elements.

2.6.2 Range Extension

An important benefit of smart antennas is range extension. Range extension allows

the mobile to operate farther from the base station without increasing the uplink

power transmitted by the mobile unit or the downlink power required from the base

station transmitter.

For a constant path loss exponent of l ≥ 2, the range of a cell using adaptive

array Ra is greater than the range using conventional antenna Rc. The range

extension factor (REF) is given by [23]

REF =
Ra

Rc

= M1/l (2.69)

Then the extended area coverage factor (ECF), which is the ratio of the area of

a cell covered with adaptive array Aa to the area of a cell covered using conventional

antenna Ac, is given by

ECF =
Aa

Ac

=

(
Ra

Rc

)2

= M2/l (2.70)

24



2.7 Summary

2.6.3 Increase in Capacity

Capacity is related to the spectral efficiency of a system. The spectral efficiency E

measured in channels/km2/MHz is expressed as

E =
Bt/Bch

BtNcAc
=

1

BchNcAc
(2.71)

where Bt is the total bandwidth of the system available for voice channels in MHz,

Bch is the bandwidth per voice channel in MHz, Nc is the number of cells per cluster.

The capacity of a system is measured in channels/km2 and is given by [24],[25]

C = EBt =
Bt

BchNcAc
=

Nch

NcAc
(2.72)

where Nch = Bt/Bch is the total number of available voice channels in the system.

Example 1

A system with Nch = 280 channels and with conventional base station antennas

uses a seven-cell frequency reuse pattern (Nc = 7). Each cell covers an area of

Ac = 50km2. From (2.72), the capacity is Cc = 280
7×50

= 0.8 channels/km2. By using

an adaptive array at the base station, ICI is reduced and Nc can be reduced to 4.

The capacity is Ca = 280
4×50

= 1.4 channels/km2.

It is clear that use of adaptive array can improve system capacity compared to

the conventional system at the same range.

2.6.4 Reduction in Transmit Power

Based on the array gain achieved by an adaptive array, the reduction in the required

transmit power of the base station is available. Consequently, on the one hand, the

reduction in the transmit power is beneficial to user’s health. On the other hand,

the battery life can be extended.

2.7 Summary

We have provided an overview of adaptive arrays for wireless communications. The

array signal models of the narrowband and broadband beamforming for multipath
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2.7 Summary

fading environments were described. Then the essential features of four criteria,

namely, MMSE, MSINR, MV, ML, and adaptive algorithms, namely, LMS, SMI,

RSL for finding optimal weight vector of adaptive arrays were illustrated. Finally,

we have shown that using adaptive arrays at base station can bring several efficient

benefits for wireless communication systems.
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Chapter 3

Multiple-Input Multiple-Output (MIMO) System

for Wireless Communications

3.1 Basic Concepts

The application of adaptive antennas to mobile systems has significant advantages

in terms of coverage, channel capacity and signal quality. Several adaptive antenna

systems have been proposed and presented at the base station (BS) of the wireless

communication systems. However, demands for broadband wireless access technolo-

gies such as mobile internet, multi-media services given by wireless communication

systems are rapidly growing during the latest few years. In the effort to deliver high-

bit-rates in broadband wireless systems, the transmission techniques are required to

be able to cope with multipath fading channels. One of the most expected solutions

is using adaptive antennas at both transmitter and receiver [26]-[39]. It is referred

to as a multiple-input multiple-output (MIMO) antennas system. MIMO systems

are classified into two groups: (1) research on a high-quality transmission of a single

data stream such as space-time codes, a transmit/receive diversity, and transceiver

beamforming [30]-[37] or (2) research on a high-data-rate transmission of multiple

independent data streams such as VBLAST, MIMO-OFDM [38]-[42].

Although a single data stream or multiple data streams is propagated and mixed

in the air, they can be recover at the receiver by using spatial filter and correspond-

ing signal processing. This Chapter presents the principle of a single data and

multiple data streams transmissions of a MIMO system under flat and frequency-

selective fading channels with the perfect Channel State Information (CSI) at both

sides. Finally, motivation to use of a MIMO beamforming method in multipath
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3.2 Narrowband MIMO Channel

fading environment is discussed.

3.2 Narrowband MIMO Channel

3.2.1 Single Data Stream Transmission

A narrowband communication system of M transmit and N receive antennas is

shown in Figure 3.1.
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Figure 3.1: Narrowband MIMO channel configuration with beamforming.

Under the assumption of flat fading, the propagation characteristic between

those arrays is expressed by transmission matrix A, where an,m represents the chan-

nel gain response between the mth antenna element in the transmitter and the nth

antenna element in the receiver. The transmit signal s(t) is distributed to antenna

array and multiplied by complex weight wt,m for mth element. Adding white Gaus-

sian noise and multiplying complex weight wr,n for nth element, the output signal

y(t) of the system is given by

y(t) =

N−1∑
n=0

M−1∑
m=0

w∗
r,nan,mwt,ms(t) +

N−1∑
n=0

w∗
r,nnn(t) (3.1)

The equation (3.1) can be expressed in a vector form as

y(t) = wH
r Awts(t) + wH

r n(t) (3.2)
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3.2 Narrowband MIMO Channel

where

wr = [wr,0, wr,1, ..., wr,N−1]
T (3.3)

and

wt = [wt,0, wt,1, ..., wt,M−1]
T (3.4)

Here (.)H , (.)∗ and (.)T represent the Hermitian transpose, conjugate and transpose

of vector (or matrices).

Based on the maximal ratio combining (MRC) method, with the transmit and

receive weight vectors wt and wr in terms of the constraint of ‖ wt ‖=‖ wr ‖= 1,

the maximum of output signal-to-noise ratio is given by

SNRout =
wH

r Awtw
H
t AHwr

||wr||
Ps

PN

(3.5)

where Ps and PN are power of the transmitted signal and the noise. Thus, Ps/PN

is referred to the input SNR.

If the channel matrix A is known well at both sides, the received SNR is op-

timized by choosing the weight vectors wr and wt as the principal left and right

singular vectors of the channel matrix A. The corresponding received SNR is given

by

SNRout = λmaxSNRin (3.6)

where λmax is the largest eigenvalue of the Wishart matrix AAH.

The resulting capacity can be given by [38],[43]

C = log2(1 + λmaxSNRin) b/s/Hz (3.7)

3.2.2 Multiple Data Streams Transmission

A narrowband communication system of M transmit and N receive antennas for

multiple data streams transmission is shown in Figure 3.2.

From the singular value decomposition (SVD) theory, we have

A = wrΣwt =

P∑
p=1

√
λpwr,pw

H
t,p (3.8)
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3.2 Narrowband MIMO Channel
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Figure 3.2: Narrowband MIMO channel configuration for multiple data stream
transmission.

where wr and wt are unitary matrices of left and right singular vector

wr = [wr,1,wr,2, ...,wr,P ] (3.9)

wt = [wt,1,wt,2, ...,wt,P ] (3.10)

and Σ is a diagonal matrix of singular values

Σ = diag(λ
1/2
1 , λ

1/2
2 , ..., λ

1/2
P ) (3.11)

where

λ1 > λ2 > ... > λP > 0 (3.12)

and P is the rank of the channel matrix

P = rank(A) = min(M, N) (3.13)

The SVD transforms the MIMO channel into P parallel independent channels

and the performance on each of the channels will be depend on its gain λp.

The resulting capacity can be expression as [38],[43]

C =

P∑
p=1

log2(1 + λpSNRin) b/s/Hz (3.14)
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3.3 Wideband MIMO Channel

3.3 Wideband MIMO Channel

In case of flat fading, the beamforming or SVD with power allocation scheme by

water filling is known to be an effective approach under the assumption of perfect

CSI in both the transmitter and the receiver. And besides, various space-time cod-

ing techniques are used when the transmitter or the receiver is uniformed [38],[44].

However, under frequency-selective multipath fading channels, those methods could

not be simply applied due to the inter symbol interference (ISI) caused by signals

arriving through delay paths. Recently, two architectures have been investigated for

MIMO systems to mitigate the effect of frequency-selective fading channels. The

first architecture is transmission of multiple data streams through spatial multi-

plexing or space-time codes combined with the orthogonal frequency division mul-

tiplexing. However, the multicarrier MIMO system is considered a most attractive

candidate since the frequency-selective MIMO channels are transformed into several

frequency flat MIMO sub-channel by using OFDM system [45]-[47]. Besides mul-

ticarrier MIMO system using either the spatial multiplexing OFDM or space-time

code OFDM, the second architecture is a single carrier MIMO system using beam-

forming, which has been studied extensively [48]-[51]. Throughout this work, we

shall restrict our study to the single carrier MIMO system under frequency-selective

multipath fading environment with prior knowledge of CSI at both the transmitter

and the receiver.

3.3.1 Single Data Stream Transmission

A general MIMO beamforming for the single data stream transmission under frequency-

selective fading channels is shown in Figure 3.3. The number of transmit and receive

antennas is M and N , respectively.

For wireless broadband systems, the MIMO propagation channel can be modeled

as

H(τ) =

L∑
l=0

A(l)δ(τ − l�τ) (3.15)
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Figure 3.3: Broadband MIMO channel and beamforming configuration.

A(l) =

⎛
⎜⎜⎜⎝

a
(l)
11 a

(l)
12 · · · a

(l)
1M

a
(l)
21 a

(l)
22 · · · a

(l)
2M

· · · · · · · · · · · ·
a

(l)
N1 a

(l)
N2 · · · a

(l)
NM

⎞
⎟⎟⎟⎠ (3.16)

A(0) (l=0) is considered the channel information of the preceding wave and regarded

as the desired channel. A(l) (l = 1, ..., L) is the lth delayed channel information

which is considered interference channels. The notation a
(l)
nm means the lth delayed

path gain response between the mth transmit antenna and the nth receive antenna.

�τ is the unit delay time, which corresponds to symbol period Ts, of the modulated

signal.

The output of array elements is combined with a weight vector to recover the

transmitted data. Thus the output signal at the receiver is expressed as

y(t) =
L∑

l=0

wH
r A(l)wts(t − l∆τ) + wH

r n(t) (3.17)

where s(t) is the source signal, and n = [n1, n2, ..., nN ]T is the additive white gaus-

sian noise (AWGN) vector. The beamforming transmit and receive weight vectors

wt,wr are defined as

wt = [wt1, wt2, · · · , wtM ]T (3.18)

wr = [wr1, wr2, · · · , wrN ]T (3.19)
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3.3 Wideband MIMO Channel

Assume that each delayed signal is uncorrelated and zero-mean, thereby

〈s∗(t − i∆τ)s(t − j∆τ)〉 = 0 for i 
= j (3.20)

Let us define Ps, PN and 1/γ, which are the signal power, noise power and

power ratio of the signal to noise.

〈|s|2〉 = Ps (3.21)

〈|n1|2〉 = 〈|n2|2〉 · · · = 〈|nN |2〉 = PN (3.22)

1/γ ≡ Ps/PN (3.23)

Therefore, the SINR at the receiver is given by

Γ(wt,wr) =
|wH

r A(0)wt|2Ps

|∑L
l=1 wH

r A(l)wt|2Ps + ||wr||2PN

=
wH

r A(o)wtw
H
t (A(o))Hwr∑L

l=1 wH
r A(l)wtwH

t (A(l))Hwr + γwH
r wr

(3.24)

3.3.2 Multiple Data Streams Transmission

A general MIMO beamforming for multiple data stream transmission under frequency-

selective fading channels is shown in Figure 3.4. The number of transmit and receive

antennas is M and N , respectively. The received signal at receiver can be expressed

as

r(t) =

Q∑
i=1

L∑
l=0

A(l)w
(i)
t s(i)(t − l∆τ) + n(t) (3.25)

where s(i) is the ith transmit data, n(t) is the i.i.d additive noise, which is assumed to

be complex Gaussian process with zero-mean and variance N0/2. The beamforming

transmit weight vector w
(i)
t is estimated for finding the largest eigenvalue for λmax

of the correlation matrix (A(i))HA(i) when A(i)(i ≤ L) is considered as the desired

channel.

Assume that the source signals are mutually uncorrelated with zero-mean and

unit variance, thereby

< (s(i)(t − l∆τ))∗s(i)(t − k∆τ) > for l 
= k (3.26)
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3.3 Wideband MIMO Channel

Figure 3.4: Broadband MIMO channel and beamforming for multiple data streams
configuration.

< (s(i)(t))∗s(j)(t) >= 0 for i 
= j (3.27)

Multiplying complex weight vector w
(k)
r for detecting the transmitted data

stream s(k)(t), the output signal y(k)(t) is given by

y(k)(t) =

Q∑
i=1

L∑
l=0

w(k)
r A(l)w

(i)
t s(i)(t − (l + k − 1)∆τ) + w(k)

r n(t) (3.28)

The output SINR at the BS for finding the transmitted data stream s(k)(t) is

given by

Γ(w
(k)
t ,w(k)

r ) =
(w(k))HA(k)w

(k)
t (w

(k)
t )H(A(k))Hw

(k)
r

R
(k)
inf + γ(k)(w

(k)
r )Hw

(k)
r

(3.29)

where R
(k)
inf is the sum of interferences of the desired signal for the transmitted data

stream s(k)(t) and interferences caused by other transmitted data streams.

R
(k)
inf =

L∑
l=0,l �=k

(w(k)
r )HA(l)w

(k)
t (w

(k)
t )H(A(l))Hw(k)

r

+

Q∑
i=1,i�=k

L∑
l=0

(w(i)
r )HA(l)w

(i)
t (w

(i)
t )H(A(l))Hw(i)

r (3.30)
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3.4 Motivations

3.4 Motivations

As we have mentioned earlier, CCI and ISI are two factors which degrade the per-

formance of wireless communication systems. Adaptive array utilizing a spatial

filter has capability to mitigate CCI. For instance, an N element antenna array

has (N − 1) DOF and thus can suppress (N − 1) CCIs independent of the mul-

tipath environment [18],[22]. However, adaptive array exploited a spatial domain

is unavailable to treat the delayed versions of the transmitted signal as separated

signals. One of solutions is combination with temporal filter using TDL structure.

For demands in wireless access technologies such as mobile quality and high speed

service, the needs of the high performance and capacity of wireless communica-

tions system are required. The MIMO antenna systems using TDL structure for

suppressing the ISI have been absolutely considered. However, the SIMO or MISO

systems using TDL structure have been known to be practical difficulties associated

with the equalization at several megabits per second with high speed, compact and

low cost hardware. Therefore, although MIMO systems using TDL structure have

capability to suppress both CCI and ISI [50]-[53], but they are more difficult from

computational complexity and low convergence in searching for optimal weights.

On the other hand, Although MIMO systems using TDL structure adapt to

mitigate the CCI and ISI in wireless communications, they do not yet point out

clearly how many delayed channels can be effectively cancelled by using adaptive

beamforming by adjusting both the transmitter and the receiver weight vectors.

Since antenna array is used in both the transmitter and the receiver of MIMO sys-

tems, the DOF or maximum cancellation number of delayed channels is considered

to be larger than that of both SIMO and MISO systems. Through straightfor-

ward thinking, we expect that DOF of MIMO systems with M antenna elements at

the transmitter antennas and N antenna elements at the receiver (M × N MIMO

systems) is given by

DOF = M + N − 2 (3.31)

Assume that the input SNR is the threshold for communicating. In order to

achieve the equation (3.31), the output SINR obtained from the equation (3.24)

must be larger or equal to that of the input SNR in all cases of number of delayed

channels increasing from 1 to (M + N − 2). Since both the transmit and receive
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3.5 Summary

weight vectors, however, are contained in the numerator and denominator, the

equation (3.24) becomes a multivariable nonlinear equation. It seems difficult to

find optimal transmit and receive weight vectors analytically. Meanwhile, in order

to resolve the problem, we propose a solution to find the optimal transmit and

receive weight vector based on an iterative weight update algorithm for maximizing

the output SINR under the effects of frequency-selective fading channels.

3.5 Summary

Basic overviews of the single and multiple data streams transmission models for both

narrow and wide bands MIMO beamforming with the perfect CSI at both sides

under multipath fading were presented. It was shown that the optimal transmit

and receive weight vectors become one of main factors to suppress CCI and ISI in

wireless communications system.

The motivations of our proposed scheme for MIMO beamforming method in

wireless communications system were also discussed. It was expected that our

propose scheme can effectively mitigate both CCI and ISI while maximizing the

output SINR at the receiver. On the other hand, based on our proposed method,

the convergence rate in searching the optimal weights and computational complexity

are reduced considerably.
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Chapter 4

MIMO Beamforming for Single Data Stream

Transmission in FSF Channels

4.1 Propagation Model

Consider a MIMO wireless communication system shown in Figure 4.1, where M and

N is the number of antenna elements of the transmitter and receiver, respectively.

The idea is to transmit a single data stream simultaneously on the different antennas

of the transmitter, but at the same carrier frequency.
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Figure 4.1: Broadband MIMO channel and beamforming configuration.

For wireless broadband systems, the MIMO propagation channel can be modeled
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4.1 Propagation Model

as

H(τ) =
L∑

l=0

A(l)δ(τ − l�τ) (4.1)

A(l) =

⎛
⎜⎜⎜⎝

a
(l)
11 a

(l)
12 · · · a

(l)
1M

a
(l)
21 a

(l)
22 · · · a

(l)
2M

· · · · · · · · · · · ·
a

(l)
N1 a

(l)
N2 · · · a

(l)
NM

⎞
⎟⎟⎟⎠ (4.2)

where A(0)(l = 0) is the channel information of the preceding wave which we regard

as the desired channel. A(l)(l = 1, ..., L) is the lth delayed channel information

which we consider as interference channel. The notation a
(l)
nm means the lth delayed

path gain response between the mth transmit antenna and the nth receive antenna.

�τ is the unit delay time, which corresponds to symbol period Ts, of the modulated

signal.

Since the received signal is assumed stationary, the output of antenna array is

combined with complex weight vector to recover the transmitted signal. Thus the

received signal at the receiver is expressed as

y(t) =

L∑
l=0

wH
r A(l)wts(t − l∆τ) + wH

r n(t) (4.3)

where s(t) is the transmitted signal, and n = [n1, n2, ..., nN ]T is the additive white

Gaussian noise (AWGN) vector. The beamforming transmit and receive weight

vectors wt,wr are defined as

wt = [wt1, wt2, · · · , wtM ]T (4.4)

wr = [wr1, wr2, · · · , wrN ]T (4.5)

Assume that each delayed signal is uncorrelated and zero-mean, thereby

〈s∗(t − i∆τ)s(t − j∆τ)〉 = 0 for i 
= j (4.6)

The power of the received signal is given by

y2(t) = |wH
r A(0)wts(t) +

L∑
l=1

wH
r [A(l)wts(t − l∆τ)] + wH

r n(t)|2

= |wH
r A(0)wts(t)|2 + |

L∑
l=1

wH
r [A(l)wts(t − l∆τ)]|2 + |wH

r n(t)|2 (4.7)
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4.2 Transmit and Receive Weight Vectors Determination

Let us define Ps, PI , PN and 1/γ the signal power, interference power, noise

power and power ratio of the signal to noise. The power of the received signal is

rewritten by

y2(t) = |wH
r A(0)wt|2Ps +

L∑
l=1

|wH
r A(l)wt|2P(l)

I + |wH
r wr|2PN (4.8)

Therefore, the output SINR at the receiver is given by

Γ(wt,wr) =
wH

r A(o)wtw
H
t (A(o))Hwr∑L

l=1 wH
r A(l)wtwH

t (A(l))Hwr + γwH
r wr

=
wH

r R0wr

wH
r Rnrwr

(4.9)

where

R0 = A(o)wtw
H
t (A(o))H (4.10)

and

Rnr =
L∑

l=1

wH
r A(l)wtw

H
t (A(l))Hwr + γwH

r wr (4.11)

The equation (4.9) is a multivariable nonlinear equation. Since both the trans-

mit and receive weight vectors are contained in numerator and denominator, it seems

difficult to find optimal transmit and receive weight vectors analytically. Meanwhile,

in order to resolve this, we propose a solution to determine the optimal transmit

and receive weight vectors based on an iterative weight update algorithm for maxi-

mizing the output SINR under the effects of frequency-selective fading channels as

follows.

4.2 Transmit and Receive Weight Vectors Determination

4.2.1 Receive Weight Vector Determination

Assume that the transmit weight vector is given with a mandatory condition of

wH
t wt = 1 and an optional condition of wH

r wr = 1, the steering vector of the

desired signal is A(0)wt, thereby, the receive weight vector which are resolved by

Maximum-Signal-to-Noise (MSN) method [16], can be expressed as follows.
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4.2 Transmit and Receive Weight Vectors Determination

Taking the gradient of equation (4.9) with respect to wr give

∇Γwr(wt,wr) =
∇(wH

r R0wr)(w
H
r Rnrwr) − (wH

r R0wr)∇(wH
r Rnrwr)

(wH
r Rnrwr)2

=
2R0wr(w

H
r Rnrwr) − 2Rnrwr(w

H
r R0wr)

(wH
r Rnrwr)2

(4.12)

The optimal receive weight vector w(opt) can be found by setting ∇Γwr(wt,wr) =

0, which leads to

R0wr =
wH

r R0wr

wH
r Rnrwr

Rnrwr (4.13)

Substituting (4.10) into (4.13), we have

A(o)wtw
H
t (A(o))Hwr =

wH
r A(o)wtw

H
t (A(o))Hwr

wH
r Rnrwr

Rnrwr (4.14)

Since wH
t (A(o))Hwr is a scalar, (4.14) is rewritten as

A(o)wt =
wH

r A(o)wt

wH
r Rnrwr

Rnrwr (4.15)

Let us define 1
ζ
≡ wH

r A(0)wt

wH
r Rnrwr

, then the receive weight vector is given by

wr = ζR−1
nr A

(0)wt (4.16)

In equation (4.11), Rnr, is an Hermitian matrix, and the coefficient ζ is a

complex scalar that does not affect the received SINR itself in (4.16). Thus the

optimal receive weight vector can be normalized and given by

w(opt)
r =

R−1
nr A

(0)wt

‖R−1
nr A

(0)wt‖ (4.17)

Accordingly, the optimal receive weight vector can be determined if the transmit

weight vector is given.

4.2.2 Transmit Weight Vector Determination

Assume that the receive weight vector is given that is allowed to determine the

optimal transmit weight vector satisfying the condition wH
t wt = 1. To find the
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4.2 Transmit and Receive Weight Vectors Determination

optimal transmit weight vector which maximizes output SINR at the receiver, we

use the Lagrange multiplier method [54] as follows.

φ = Γ(wt,wr) + λ(1 − wH
t wt) (4.18)

From equation (4.9), we rewrite Γ(wt,wr) expression as

Γ(wt,wr) =
wH

r A(o)wtw
H
t (A(o))Hwr∑L

l=1 wH
r A(l)wtw

H
t (A(l))Hwr + γwH

r wr

=
wH

t (A(o))Hwrw
H
r A(o)wt∑L

l=1 wH
t (A(l))HwrwH

r A(l)wt + γwH
r wr

=
wH

t R̃0wt

wH
t Rltwt + γwH

r wr

(4.19)

where

R̃0 ≡ (A(o))Hwrw
H
r A(o) (4.20)

and

Rlt ≡
L∑

l=1

(A(l))Hwrw
H
r A(l) (4.21)

Taking the derivative of equation (4.18) with respect to wt and setting it to

zero.
∂φ

∂wt
=

∂Γ

∂wt
+

∂λ(1 − wH
t wt)

∂wt
= 0 (4.22)

then,

R̃0wt(w
H
t Rltwt + γ‖wr‖2) − Rltwt(w

H
t R̃0wt)

(wH
t Rltwt + γ‖wr‖2)2

− λwt = 0 (4.23)

By multiplying the left and right sides of (4.23) by weight vector wH
t , we have

wH
t

R̃0wt(w
H
t Rltwt + γ‖wr‖2) − Rltwt(w

H
t R̃0wt)

(wH
t Rltwt + γ‖wr‖2)2

− λwH
t wt = 0 (4.24)

Applying the condition of wH
t wt = 1, (4.24) is rewritten as

(wH
t R̃0wt)w

H
t Rltwt + wH

t R̃0wtγ‖wr‖2 − wH
t Rltwt(w

H
t R̃0wt)

(wH
t Rltwt + γ‖wr‖2)2

− λ = 0 (4.25)

Therefore, the parameter λ is given by

λ =
wH

t R̃0wtγ‖wr‖2

(wH
t Rltwt + γ‖wr‖2)2

(4.26)
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4.2 Transmit and Receive Weight Vectors Determination

Substituting (4.26) and (4.20) into (4.23). We have

R̃0wt(w
H
t Rltwt + γ‖wr‖2) = wH

t R̃0wt(Rlt + γ‖wr‖2)wt

(A(o))Hwrw
H
r A(o)wt(w

H
t Rltwt + γ‖wr‖2) = wH

t (A(o))Hwrw
H
r A(o)wt(Rlt + γ‖wr‖2)wt

(4.27)

Since wH
r A(o)wt is a scalar, (4.27) is rewritten as

(A(o))Hwr =
wH

t (A(o))Hwr

wH
t Rltwt + γ‖wr‖2

(Rlt + γ‖wr‖2)wt (4.28)

Let us define 1
ξ
≡ wH

t (A(o))Hwr

wH
t Rltwt+γ‖wr‖2 , then the equation (4.28) can be expressed as

wt = ξR−1
nt (A(o))Hwr (4.29)

where

Rnt = Rlt + γ‖wr‖2 (4.30)

Without detailed calculation of ξ, the optimal transmit weight vector can be

given by

w
(opt)
t =

R−1
nt (A(o))Hwr

‖R−1
nt (A(o))Hwr‖

(4.31)

We conclude that the determination of transmit and receive weight vectors by

pointing out that the receive weight vector is estimated by (4.17) with the given

transmit weight vector. Similarly for the transmit weight vector, it is estimated

by (4.31) with the given receive weight vector. However, because the simultane-

ous equations become a nonlinear formula, it seems not easy to solve analytically.

Therefore, an iterative algorithm, which estimates the receive and transmit weight

vectors alternately is a simple way to reach solution for maximizing SINR. The

iterative operation (u > 1) is described in the next section.

4.2.3 Iterative Weight Vector Update Algorithm

For the updated receive weight vector

The updated receive weight vector at time u is given by

w̄r(u) = R−1
nr (u − 1)A(o)wt(u − 1) (4.32)
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4.3 Interference Cancellation Ability Analysis

where

Rnr(u) ≡
L∑

l=1

A(l)wt(u)wH
t (u)(A(l))H + γI (4.33)

and

wr(u) =
w̄r(u)

‖w̄r(u)‖ (4.34)

Rnr(u − 1) is updated based on the previous transmitted weights wt(u) for

finding the optimal receive weights wr(u).

For the updated transmit weight vector

The update transmit weight vector at time u is given by

w̄t(u) = R−1
nt (u)(A(o))Hwr(u) (4.35)

where

Rnt(u) ≡
L∑

l=1

(A(l))Hwr(u)wH
r (u)A(l) + γI (4.36)

and

wt(u) =
w̄t(u)

‖w̄t(u)‖ (4.37)

Similarly, Rnt(u) is also updated based on the previous received weights wr(u),

for finding the optimal transmit weights wt(u).

In this work, the initial transmit weight vector wt(0) for u = 0 is determined

from MIMO system in flat fading channel environment as follows.

w
(opt)
t {= wt(0)} = et,max (4.38)

The vector et,max is the eigenvector corresponding to the largest eigenvalue λmax,

for the correlation matrix (A(o))HA(o) [43],[56].

4.3 Interference Cancellation Ability Analysis

Since the transmit and receive weight vectors are alternately updated based on the

proposed iterative update weight algorithm, the DOFs of both the transmitter and

receiver antennas are combined together to suppress the delayed versions of the

preceding signal. Thus, for a MIMO system with M and N antennas equipped at
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4.4 Output SINR

both the transmitter and the receiver, respectively, the maximum number of delayed

channels cancellation when jointing DOF of both sides is expected as

L = (M − 1) + (N − 1) = M + N − 2 (4.39)

The maximum number of delayed channels cancellation is clearly confirmed by

computer simulation.

4.4 Output SINR

Based on the proposed method, the optimal transmit and receive weight vectors

are used in the transmitter and receiver, respectively for the single data stream

transmission. The output signal at the receiver side is given by

y(t) =
L∑

l=0

(wopt
r )HA(l)(wt)

opts(t − l∆τ) + (wopt
r )Hn(t) (4.40)

The output SINR of the proposed scheme is calculated via the cross-correlation

coefficient and given by

ρ =
E[y(t)s∗(t)]√

E[|y(t)|2]E[|s(t)|2] (4.41)

The output SINR is finally computed via the correlation coefficient as

SINRout =
|ρ|2

1 − |ρ|2 (4.42)

4.5 Simulation Results

4.5.1 Simulation Conditions

In this section, we offer the simulation conditions to demonstrate our analysis.

We assumed that the components of the channel state matrix are independent

identically distributed (i.i.d) with the uniform power delay profile (model 1) and

the exponential power delay profile (model 2) [55], respectively, given by

p(τ) =

L∑
l=0

δ(τ − lTs) (model 1) (4.43)
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4.5 Simulation Results

p(τ) =
PR

στ

L∑
l=0

e−
τ

στ δ(τ − lTs) (model 2) (4.44)

where Ts is the symbol period of the transmitted signal, PR denotes the average

power of multipath signals, and στ represents the delay spread.

For model 1, each impulse a
(l)
nm is generated by the i.i.d. process while keeping

< |a(l)
nm|2 >= 1 for n = 1 ∼ N, m = 1 ∼ M and l = 0 ∼ L. Figure 4.2(a) shows the

assumed channel model considered in uniform power delay profile. Since the main

purpose of this paper is to establish the weights determination scheme and identify

the limit of delayed channels cancellation by means of our proposed scheme, we

adopted an unrealistic propagation channel and a high SNR. In order to clarify the

limit of the delayed channels cancellation ability, we set a sufficiently high Ps/PN ,

such that Ps/PN = 40dB.

Although the uniform power delay profile is effective for examination of the

working mechanism of the proposed scheme, it is not realistic in indoor and outdoor

wireless propagation environments. Therefore, model 2 will be used in order to

evaluate the quantitative characteristics. Figure 4.2(b) shows the assumed channel

model considered in the exponential power delay profile.

For both profiles, the amplitude of each impulse follows independent complex

Gaussian distribution where the average follows (4.43) or (4.44). The simulation

conditions are summarized in Table 4.1.

Table 4.1: Simulation model for MIMO beamforming

Parameters Value
Type of array linear
(M, N) antennas (2,2), (3,3), (4,4), (8,8)
Type of modulation BPSK
Signal length 104 symbols
Sampling type 1 sample/symbol
Input SNR 20dB, 40dB
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4.5 Simulation Results

4.5.2 Results

First, we carried out a 4×4 MIMO simulation for obtaining the output SINR com-

parison in the cases of flat and frequency-selective fading channel environments.

The transmit and receive weight vectors of MIMO system in flat fading channel

environment are estimated from finding the largest eigenvalues for the correlation

matrices (A(0))HA(0) and A(0)(A(0))H , respectively [56]. Over which those transmit

and receive weight vectors are also used in transmission suffering the frequency-

selective fading channels. The output SINR of the method is viewed in the channel

with one symbol delay (L = 1). For comparison, we performed an iterative algo-

rithm using one snapshot with iteration index u, running from 1 to 25. The SINR

results are shown in Figure 4.3.

In Figure 4.3, due to the combining gain of the incoming multipath signals

for the multipath flat fading channel, the output SINR curve increases slightly

compared to that of the single path fading channel. It was shown that the output

SINR curve is degraded severely in the frequency-selective fading channel by using

the transmit and receive weight vector for MIMO flat fading channel. Obviously, the

optimal transmit and receive weight vectors for MIMO flat fading channel cannot

apply to MIMO frequency-selective fading channels.

Next, we performed a simulation for the 4 × 4 MIMO system over multipath

frequency-selective channels using model 1 based on the iterative update algorithm

of transmit and receive weight vectors, which described in the previous section.

To show clearly the sufficient increase in the output SINR by using our proposed

method for frequency-selective fading channels, we employ the weight vector esti-

mated from the Singular Value Decomposition (SVD) method for MIMO flat fading

channel as the initial weight vector. Figure 4.4 illustrates the averaged convergence

characteristics of the system for different delays L with 100 times under a random

i.i.d. channel condition. It is seen that the maximum number of delayed channels

cancellation of the 4 × 4 MIMO system is 6, which agrees very well with the result

of (M + N − 2), shown in equation (4.39). It should also be noted that k = 80

is a point having sufficient convergence for the 4 × 4 MIMO system undergoing 6

delayed channels.

Figure 4.5 shows the cumulative distribution function (CDF) of the output
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4.5 Simulation Results

SINR for the 4 × 4 MIMO system after 100 random trials with the input SNR set

to 40dB. The CDF yields the output SINR probability that the proposed MIMO

cancels the number of delayed channels. As can be seen in Figure 4.5, the output

SINR curves decrease with the increase in the number of delayed channels. However,

the proposed MIMO effectively cancels the 6 delayed channels seen at 50 percent of

the CDF.

The output SINR efficiency of the proposed 4 × 4 MIMO system is shown in

Figure 4.6 for viewing the number of delayed channels in cases of L = 6 and L = 7

with the input SNR ranging from 0dB to 40dB. The output SINR for L = 6 increases

linearly corresponding to the input SNR while the output SINR for L = 7 increases

slightly. From these curves, we indeed to see that when the number of delayed

channels is less than the limitation of number of delayed channels cancellation (or

the joint DOF of transmit and receive antennas), the bit error rate of the received

signal is smaller with the input SINR increasing from 0dB to 40dB. The bit error

rate of the received signal is improved inconsiderably based on our proposed scheme

when the number of delayed channels is less or equal to (M + N − 2).

In order to confirm the maximum cancellation of delayed channels of the M×N

MIMO system, we performed a simulation for the cases of 2 × 2, 3 × 3 and 4 × 4

MIMO systems in terms of the output SINRs at 50 percent of the CDF. The median

value of SINRs versus the number of delayed channels are shown in Figure 4.7. It

is clear that the proposed beamforming method can effectively cancel (M + N − 2)

delayed channels, namely, 2, 4 and 6 for the 2× 2, 3× 3 and 4× 4 MIMO systems.

We are now going to show how our proposed method can apply to the frequency-

selective fading channels by using model 2 with the delay spread of multipath waves

over one symbol period. We performed a simulation for the cases of 1x1 (SISO),

2 × 2, 3 × 3, 4 × 4 and 8 × 8 MIMO systems with the delay spread στ ranging

from 1 to 10Ts. The average SINR results are shown in Figure 4.8. It was shown

that based on our proposed method, the increase in antenna elements at both ends

improve considerably the output SINR when the delay spread of multipath waves

is greater than one symbol period.

Successively, we performed a simulation for the cases of 2 × 2, 3 × 3, 4 × 4 and

8 × 8 MIMO systems in terms of the output SINR at 14dB, which is considered to

be an acceptable condition in wireless communication systems. The transmit and
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receive antennas of the M ×N MIMO beamforming systems with (M = N) versus

the delay spread στ is shown in Figure 4.9. It was shown that στ = (N − 1)Ts

for (M = N) is a maximum delay spread where a reliable communication can be

achieved by the proposed beamforming method.

4.6 Summary

In this paper, we proposed the weights determination scheme for MIMO beamform-

ing in frequency-selective fading channels. This scheme yields the output SINR

improvement based on the iterative update algorithm of the transmit and receive

weight vectors and enables the cancellation of (M + N − 2) delayed channels. The

simulation result shows that the convergence speed of our proposed method is fast

with knowledge of the CSI at both the transmitter and receiver.
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Figure 4.2: Assumption of power delay profiles: a. A discrete-time uniform power
delay profile; b. A discrete-time exponential power delay profile.
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Chapter 5

Multiuser MIMO Beamforming for Single Data

Stream Transmission in FSF Channels

In this chapter, we propose a MIMO beamforming scheme using a single data stream

transmission for multiuser systems in frequency-selective multipath channels. As-

sume that the channel state information (CSI) is perfectly known at both transmit-

ter and receiver. The transmit weight vector for each user and the receive weight

vector at base station (BS) corresponding to each user are calculated using two

proposed algorithms, which maximize the output SINR for all receivers and every

single link at the same time. Deriving MIMO beamforming for the single user sys-

tem from Chapter 4, we analyze a maximum number of interference channels which

could be eliminated in multiuser system.

5.1 Propagation Model

Suppose there are Q users communicating with a BS. The ith user has a linear array

antenna with Mi elements, where i = 1, ..., Q. BS has an adaptive antenna with N

elements. A general MIMO beamforming for a single data stream transmission for

multiuser system under frequency-selective fading channels environment is shown

in Figure 5.1.

For wireless broadband systems, the MIMO propagation channel can be modeled

as

Hi(τ) =

Li−1∑
l=0

A
(l)
i δ(τ − l�τ) (5.1)
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A
(l)
i =

⎛
⎜⎜⎜⎝

a
(l)
11,i a

(l)
12,i · · · a

(l)
1M,i

a
(l)
21,i a

(l)
22,i · · · a

(l)
2M,i

· · · · · · · · · · · ·
a

(l)
N1,i a

(l)
N2,i · · · a

(l)
NM,i

⎞
⎟⎟⎟⎠ (5.2)

where A
(0)
i is the channel information of the preceding wave of the ith user, which

we regard as the desired channel in this work, while A
(l)
i (l = 1, ..., Li − 1), is the

lth delayed channel information of the preceding channel of the ith user, which we

consider as interference channels. The notation a
(l)
nm,i means the lth interference

path response between the mth transmit antenna of the ith user and nth receive

antenna of the BS. �τ is the unit delay time, which corresponds to symbol period

Ts, of the modulated signal.

Since the received signal is assumed stationary. the output of array elements
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5.1 Propagation Model

is combined with complex weight vector to extract the desired signal. Thus the

received signal for the ith user at the BS is expressed as

yi(t) =

Q∑
j=1

Lj−1∑
l=0

wH
r,iA

(l)
j wt,jsj(t − l∆τ) + wH

r,in(t) (5.3)

where sj(t) is the transmit data of the jth user, and n = [n1, n2, ..., nN ]T is the

additive white Gaussian noise (AWGN) vector. The beamforming transmit and

receive weight vectors wt,i and wr,i for the ith user are defined as

wt,i = [wt1,i, wt2,i, · · · , wtM,i]
T (5.4)

wr,i = [wr1,i, wr2,i, · · · , wrN,i]
T (5.5)

Assume that the source signals are mutually uncorrelated with zero-mean and

unit variance, thereby

〈s∗i (t − l∆τ)si(t − k∆τ)〉 = 0 for l 
= k (5.6)

〈s∗i (t)sj(t)〉 = 0 for i 
= j (5.7)

Let us define Ps,i, PN and 1/γi, representing the signal power, noise power and

power ratio of the signal to noise for the ith user:

〈|si|2〉 = Ps,i (5.8)

〈|n1|2〉 = 〈|n2|2〉 · · · = 〈|nN |2〉 = PN (5.9)

1/γi ≡ Ps,i/PN (5.10)

The output SINR at the BS for the ith user is given by

Γ(wt,i,wr,i) =
wH

r,iA
(o)
i wt,iw

H
t,i(A

(o)
i )Hwr,i

Rinf + γiwH
r,iwr,i

(5.11)

where Rinf is the sum of interference channels of the preceding channels of the ith

user and interference channels caused by other users.

Rinf =

Li−1∑
l=1

wH
r,iA

(l)
i wt,iw

H
t,i(A

(l)
i )Hwr,i

+

Q∑
j=1,j �=i

Lj−1∑
l=0

wH
r,iA

(l)
j wt,jw

H
t,j(A

(l)
j )Hwr,i (5.12)
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Similarly to Chapter 4, since the transmit and receive weight vectors for detec-

tion of the ith user are contained in numerator and denominator, (5.11) is a mul-

tivariable nonlinear equation. It seems to be difficult to find the optimal transmit

and receive weight vectors analytically. Determination of the transmit and receive

weight vectors for detection of the ith user under the effects of frequency-selective

fading channels and multiuser is described in the next section.

5.2 Transmit and Receive Weight Vectors Determination

We employ the MSINR method to determine the optimal transmit and receive

weight vectors, for which single user case is described in detail in [57]. By extending

the method to multiuser case, the receive and transmit weight vectors determination

for the ith user is summarized in the following.

5.2.1 Receive weight vector determination

Assume that all the transmit weight vectors (wt,j, j = 1, ..., Q) are given, and an

optional condition of wH
r,iwr,i = 1 to keep the total noise power constant. The

steering vector of the desired signal is A
(0)
i wt,i and based on the MSINR method,

the receive weight vector at BS for the ith user is given by

w
(opt)
r,i = R−1

nr,iA
(0)
i wt,i/‖R−1

nr,iA
(0)
i wt,i‖ (5.13)

where Rnr,i is a covariance matrix, which includes total information of interference

channels of the ith user and interference channels caused by other users, given by

Rnr,i ≡
Li−1∑
l=1

A
(l)
i wt,iw

H
t,i(A

(l)
i )H

+

Q∑
j=1,j �=i

Lj−1∑
l=0

A
(l)
j wt,jw

H
t,j(A

(l)
j )H

+ γiI (5.14)

5.2.2 Transmit weight vector determination

Assume that the receive weight vector wr,i and all the transmit weight vectors

excluding wt,i are given, we determine the optimal transmit weight vector satisfying
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5.2 Transmit and Receive Weight Vectors Determination

the condition wH
t,iwt,i=1. Based on the method of Lagrange multiplier, the optimal

transmit weight vector for the ith user is given by

w
(opt)
t,i = R−1

nt,i(A
(o)
i )Hwr,i/‖R−1

nt,i(A
(o)
i )Hwr,i‖ (5.15)

where Rnt,i is a covariance matrix, which includes total information of interference

channels of the ith user and interference channels caused by other users, given by

Rnt,i ≡
Li−1∑
l=1

(A
(l)
i )Hwr,iw

H
r,iA

(l)
i

+

Q∑
j=1,j �=i

Lj−1∑
l=0

wH
t,j(A

(l)
j )Hwr,iw

H
r,iA

(l)
j wt,jI

+ γiI (5.16)

The detailed transmit weight vector determination is seen in the Appendix A.

We conclude that by giving the transmit weight vector of the ith user and fixing

all the transmit weight vectors of the rest of users, the optimal receive weight vector

at BS for the ith user is calculated by Eq.(5.13). Similarly, the optimal transmit

weight vector for the ith user is calculated through Eq.(5.15) by giving the receive

weight vector at the BS for the ith user and all the transmit weight vectors excluding

wt,i.

5.2.3 Iterative Weight Update Algorithms

In this section, we propose two algorithms along the lines of optimization principles.

Block diagram of algorithm A and algorithm B are shown in Figure 5.2 and 5.3,

respectively

OptimizedGiven For what

1 1
SINR of fory s

2 2
SINR of fory s,2 (0)tw

,1(0)tw
,1(1)rw

,2 (1)rw

Figure 5.2: Block diagram of the maximizing SINR by means of receiver-side weight
vector optimization. (Q = 2) [Algorithm A]
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OptimizedGiven For what

,1( )t kw

,2 ( )t kw

1 1
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,2 ( 1)r k +w

,2 ( 1)r k +w

,1( 1)r k +w
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,2 ( 1)t k +w
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SINR of fory s

2 2
SINR of fory s

1k k= +

,2 ( )t kw

,1( 1)t k +w

Figure 5.3: Block diagram of the maximizing SINR based on iterative update of
weight vectors at BS. (Q = 2) [Algorithm B]

For simplicity, it is assumed that there are two users communicating with a

BS and selection of the initial weight vectors wt,1(k),wt,2(k) for k = 0, where k

is iteration index for optimization, are determined from MIMO flat fading channel

environments as follows.

wt,i(0) = et,imax
(5.17)

The vector et,imax
is the eigenvector corresponding to the largest eigenvalue λimax

for the correlation matrix (A
(o)
i )HA

(o)
i [56].

Algorithm A: Maximizing SINR by receive weight vector optimization only

Calculate the receive weight vectors wr,1(1),wr,2(1) using the given transmit

weight vectors wt,1(0),wt,2(0) based on (5.13) to suppress interferences and maxi-

mize the output SINR corresponding to each user.

In this case, the transmit weight vector obtained from (5.17) is a premise to

determine the optimal receive weight vector for maximizing the output SINR. Thus

the only degree of freedom (DOF) of BS, namely N−1, is consumed for cancellation

of interference waves in desired signal and all other multipath waves in interfering

signals. Although only the DOF of BS is consumed, the algorithm itself is very
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5.3 Interference Cancellation Ability Analysis

simple and seems practical.

Algorithm B: Maximizing SINR based on iterative update of both ends weight

vectors

1. Calculate the receive weight vectors wr,1(k + 1),wr,2(k + 1) with the given

transmit weight vectors wt,1(k),wt,2(k) based on (5.13) for maximizing SINR

corresponding to each user.

2. Calculate the transmit weight vectors wt,1(k + 1),wt,2(k + 1) by the updated

receive weight and previous transmitted weight vectors wr,1(k + 1),wt,2(k)

and wr,2(k+1),wt,1(k+1), respectively, based on (5.15) for maximizing SINR

corresponding to each user.

3. Go to step 1 and repeat the iteration until a certain condition for termination

is satisfied.

4. Send the optimal transmit weight vector obtained at BS to mobile stations.

Using this transmit weight vector at each user side, the SINR of each user is

maximized at the BS.

The maximum SINR is given in (5.11) where wt,i and wr,i are replaced by w
(opt)
t,i

and w
(opt)
r,i , respectively. Although both the algorithm A and B maximize SINR, the

algorithm A is a scheme which optimizes the weight vector of receiver side only

while the algorithm B is an algorithm which optimizes the weight vector of both

transmitter and receiver at BS. Thus, condition is different even if it is the same

propagation environment, the performance (namely, obtained maximum SINR) of

the algorithm B is better. The detailed analysis of this algorithm is carried out in

the next section from the view point of DOF.

5.3 Interference Cancellation Ability Analysis

In this section, we investigate the interference channels cancellation ability of the

proposed MIMO beamforming method in the single data stream transmission for

multiuser system. In general, an M element array, where the optimal beamformer
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User 1

User 2

Desired preceding path for user 1

Interference paths for user 1

1 2( 1)L L= = 1 2( 2)L L= = 1 2( 3, 4)L L= =

�

Figure 5.4: Examples of the channel impulse response.

without using the tapped delay lines, has effectively cancelled M − 1 independent

waves, namely, interference waves [18],[22]. It seems correct for the Single-Input

Multiple-Output (SIMO) or Multiple-Input Single-Output (MISO) system but the

MIMO system. Actually, the interference channels cancellation of MIMO system

has been larger than both SIMO and MISO systems, (M−1)+(N −1) is maximum

number of interference channels cancellation ability, which is proved from M × N

MIMO system with respect to a single user communicating with the BS [57]. How-

ever, for multiuser system, not only interference channel of the preceding channel

from the desired user, but also interference channels from other users should be

cancelled. For instance, channel model for two users is shown in Figure 5.4, where

the preceding channel impulses of the first user is regarded as the desired preceding

path and all other multipath waves are interferences, which should be suppressed.

Let’s consider that the number of antennas for all users is 1 each. Since BS

with N antennas is able to cancel N − 1 undesired users, the BS can accommodate

N users at most (Q ≤ N). Next, the case where the number of each user is more

than two transmit antennas is considered. Even in this case since the DOF of user’s

antennas is used to control the weight vector for maximizing its SINR, it is not used

to remove interference channels of the desired user. Therefore, condition (Q ≤ N)

is still satisfied for MIMO systems with our proposed scheme. However, when

the DOF of transmitter antennas is utilized, not only the receive weight vector is

updated in order to exploit the DOF of BS to cancel the undesired users but also the

transmit weight vector is updated to produce the DOF of desired user for canceling
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5.3 Interference Cancellation Ability Analysis

its own interference channels. They are alternately updated to eliminate much more

interference channels. We summarize now the conditions to find a total number of

interference channels cancellation as follows.

• A maximum number of users Q is less than or equal to BS array antenna N

(Q ≤ N).

• The DOF of BS, N − 1, could be used to cancel interference channels of any

users.

• If the DOF of BS is larger than a total interference channels of all the undesired

users, the DOF remainder of BS might be useful for the desired user to cancel

more interference channels themselves.

• The DOF of the desired ith user, Mi − 1, could be used to cancel its own

interference channels {A(l)
i ; l = 1, ..., Li − 1}.

• The DOF remainder of each user cannot cancel interference channels of other

users. In other words, BS can only utilize its own DOF remainder to cancel

interference channels of users.

For the algorithm A, the condition for interferences cancellation for the ith user

in multiuser system is found through an inequality, which set up based on the above

conditions and is given by

N − 1 ≥ LU + (Li − 1) for algorithm A (5.18)

where LU is a total number of interference channels of all the undesired users, and

is given by

LU =

Q∑
j=1,j �=i

Lj (5.19)

Based on the update of transmit and receive weight vectors, the BS exploits

its DOF to cancel interference channels of all the undesired users and the DOF of

desired user is used to cancel interference channels themselves. Therefore, a total

number of interference channels cancellation for the ith user in multiuser system

using the algorithm B is found through an inequality in the following.

N − 1 ≥ LU + LD for algorithm B (5.20)
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5.4 Output SINR

where LD is the remainder of interference channels of the desired user after using

its DOF to cancel interference channels themselves, and is given by.

LD = max{(Li − 1) − (Mi − 1), 0} (5.21)

In the following, the effectiveness of above inequalities (5.18) and (5.20) are

clearly confirmed by the computer simulation.

5.4 Output SINR

Based on the proposed method for multiuser system, the optimal transmit and

receive weight vectors are used in the transmitters and receiver, respectively for

single data stream transmission. The output signal of the ith user at the BS is

given by

yi(t) =

Q∑
j=1

Lj−1∑
l=0

(wopt
r,i )HA

(l)
j wopt

t,j sj(t − l∆τ) + (wopt
r,i )Hn(t) (5.22)

where wopt
t,j and wopt

r,i are the optimal transmit and receive weight vectors, respec-

tively, obtained from either the algorithm A or the algorithm B.

Then the output SINR of the ith user is calculated via the cross-correlation

coefficient ρi at the BS and given by

ρi =
E[yi(t)s

∗
i (t)]√

E[|yi(t)|2]E[|si(t)|2]
(5.23)

The output SINR calculation via the correlation coefficient for the ith user at the

BS is finally given by

SINRout,i =
|ρi|2

1 − |ρi|2 (5.24)

5.5 Simulation Results

5.5.1 Simulation Conditions

In this section, to demonstrate the performance of the proposed algorithms, com-

puter simulations are carried out for two users communicating with a BS case. We
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5.5 Simulation Results

assume that the components of the channel state matrix are independent identically

distributed (i.i.d) with complex Gaussian distribution, with the uniform power delay

profile (model 1) and the exponential power delay profile (model 2) [55], respectively,

given by

pi(τ) =

Li−1∑
l=0

δ(τ − lTs) (model 1) (5.25)

pi(τ) =
PR,i

στ,i

Li−1∑
l=0

e
− τ

στ,i δ(τ − lTs) (model 2) (5.26)

where Ts is the symbol period of the transmitted signal, and PR,i is the average

power of multipath waves and στ,i is the delay spread of the ith user channel.

For model 1, each impulse a
(l)
nm,i is generated by the i.i.d. process while keeping

< |a(l)
nm,i|2 >= 1 for n = 1 ∼ N, m = 1 ∼ Mi and l = 0 ∼ Li − 1. In order to clarify

clear the limit of the delayed channels cancellation ability, we set a sufficiently high

input SNR = 40dB. For model 2, the exponential power delay profile will be used

in order to have a more realistic channel model analyzing the performance of our

proposed method. To identify the improvement of the output SINR with respect to

the delay spread of multipath waves, we set the input SNR = 20dB. The simulation

conditions are summarized in Table 5.1.

Table 5.1: Simulation model for multiuser MIMO beamforming

Parameters Value
Type of array linear
(M, N) antennas (2,2), (4,4), (4,6), (6,4), (6,6)
Type of modulation BPSK
Signal length 104 symbols
Sampling type 1 sample/symbol
Input SNR 20dB, 40dB

5.5.2 Results

First, we performed two users communicating with a BS simulation in multipath

frequency-selective fading channels environment using model 1 that shows the con-

vergence characteristics of system over interference channels by using the algorithm
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B. The number of antenna elements of BS and each user are equal to 4. In order

to make clear interference channels cancellation limit, the input SNR is set to be of

40dB. The reference source signal of each user is used in BS to detect the desired

signal. The simulation result is shown in Figure 5.5.

Although the propagation environment of user 1 and 2 has the same statisti-

cal characteristic, instantaneous environment given by complex random number is

different. Then the transmit weight vector of user 1 and 2 is optimized at BS with

respect to its received signal. Thus, since the statistical characteristic of propaga-

tion environment and antennas number of two users are the same, two convergence

characteristics are similar. After 100 times trials by changing the propagation con-

ditions keeping the given statistical property constant, it can be identified that the

system cancels a total number of 5 interference channels (namely, L1 = L2 = 3)

for both user 1 and user 2. Since the increase in interferences leads to the matrix

be full rank so that the increase in interference channels lead to longer convergence

time. It is seen that k = 80 is a point having sufficient convergence characteristic

of system corresponding to 5 interference channels.

Next, for comparison of two proposed algorithms, we carried out a two-user

4×4 MIMO system simulation using model 1 that yields the cumulative distribution

function (CDF) of SINR. The simulation of CDF shows that the proposed multiuser

MIMO beamforming system cancels a number of interference channels effectively.

The simulation result is shown in Figure 5.6.

As can be seen from the CDF for user 1 in Figure 5.6(a), user 1 and user 2 are

considered to be the desired and undesired users, respectively. Let’s consider the

case of (L1 = L2 = 2) with the transmit and receive antennas (M1 = M2 = N = 4),

for instance. By substituting those values into inequalities (18) and (20), we have

(3 ≥ LU +1) for the algorithm A and (3 ≥ LU +0) for the algorithm B. As a result,

LU = 2, 3 for the algorithm A and B, respectively, which verified by the result of

simulation. Moreover, the LU obtained from inequalities (18) and (20) also imply

that the algorithm A cannot remove for (L1 = 2, L2 ≥ 3) while the algorithm B

cancels effectively for (L1 = 4, L2 = 3). The performance characteristics obtained

by using the algorithm B is better than algorithm A since DOF of the desired user

is effectively utilized to cancel many copies of its preceding channel.

Similarly, Figure 5.7 compares two proposed algorithms for a two-user MIMO
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system using model 1 where the number of antenna elements of each user is equal

to 6 while the number of antenna elements of BS is 4.

As can be seen in Figure 5.7, when user 1 and user 2 are considered as the

desired and undesired users, respectively, the system has an ability to cancel less

than or equal 5 waves of 7 total interference channels using the algorithm B. On

the contrary, when user 2 and user 1 are considered as the desired and undesired

users, respectively, the system has an ability to cancel effectively the total interfer-

ence channels. Similarly to system using the algorithm A, the simulation resusts

obtained from the algorithm A and B agree very well with the relation given by

inequalities (5.18) and (5.20). The algorithm B eliminates considerably the number

of interference channels compared to the algorithm A.

Successively, we performed several two-user MIMO system simulations using

model 1 to verify the relation of inequalities (5.18) and (5.20), which given in Table

5.2. Herein, M1, L1 and M2, L2 are the number of antennas and i.i.d. channels of

user 1 and user 2. N is the number of antennas of BS. O and X denote the possibility

of interference channels cancellation satisfied and unsatisfied with inequalities (5.18)

and (5.20), by judging whether the median value of SINR is larger than 30dB (O)

or not (X). The computer simulations for the algorithm A and algorithm B are

in good agreement with the results estimated from relation of inequalities (5.18)

and (5.20), respectively. It is also observed that the algorithm B improves the

performance of system when the preceding channel of the desired user has a lot of

its own interference channels.

Figure 5.8 shows the SINRs viewing at 50 percent of the CDF versus the total

number of interference and delayed channels of the 4 × 4, 4 × 6, and 6 × 4 MIMO

systems. As can be seen in Figure 5.8, the total number of interference channels

cancelled by exploiting the DOF of both the BS and users of the algorithm B is

larger than that of the algorithm A. Since the DOF of the transmit antennas for each

user is used to cancel its own interference channels, it is not available to eliminate

interference channels of any other users. However, the DOF of the receive antennas

for BS has capable to cancel interference channels for all users if the number of

interference channels are within the DOF. Therefore, the increasing the number

of antennas of BS is better than that of mobile stations to suppress interference

channels.
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We are now going to show how our proposed schemes apply to multiuser MIMO

system in frequency-selective fading channels using model 2 for the delay spread of

multipath waves over one symbol period. We performed a simulation for two-user

in the cases of 4 × 4, 4 × 6, and 6 × 4 MIMO systems with the input SNR = 20dB

and delay spread στ ranging from 0 to 5Ts. The simulation result is shown in Figure

5.9. It is shown that the performance of system obtained by using the algorithm

B is better than the algorithm A and the increase in number of antennas at BS

improves the SINR compared to the increase in number of antennas at the desired

user.

5.6 Summary

We have proposed multiuser MIMO beamforming system for the single data stream

transmission. The proposed algorithms are applied to multi-user systems in frequency-

selective fading channels without using the tapped delay line structure. The algo-

rithm A, which is characterized by simple scheme, showed good performance for

propagation channel when the preceding channel of the desired user has few its own

interference channels, while the algorithm B, which is more sophisticated scheme,

shown better performance for canceling not only interference channels caused by

other users but also more its own interference channels as shown in Figure 5.9. The

improvement of SINR by the proposed algorithms allows that either the more in-

terference channels can be suppressed or more users can be supported in multiuser

MIMO systems where a maximum cancellation number of interference channels

must satisfy with (5.18) and (5.20).
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Figure 5.7: Distribution function of SINR for two users 6 × 4 MIMO system.
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Table 5.2: Interference channels cancellation ability of i.i.d channels of user 1 and
user 2, respectively
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Chapter 6

Spatial-Temporal MIMO Beamforming for Single

Data Stream Transmission in FSF Channels

This chapter presents spatial-temporal MIMO beamforming for single carrier trans-

mission in frequency-selective fading (FSF) channels with an assumption of perfect

channel state information (CSI) at both sides. The transmit and receive weight vec-

tors for detection of the preceding signal and the receive weight vectors for detection

of the delayed versions of the preceding signal incoming BS at different time are

estimated by using an iterative update algorithm. Based on minimum mean square

error (MMSE) method, multiple delayed waves are exploited to maximize the out-

put SINR instead of suppressing them at the receiver side. This improvement of

output SINR is useful for MIMO beamforming systems to complement the high-

quality in broadband wireless communications when the distance of transmission is

made sufficiently large.

6.1 Propagation Model

Similarly to MIMO beamforming for single data stream transmission in frequency-

selective fading channels, which has been proposed in Chapter 4, the MIMO prop-

agation channel, where the number of transmitter and receiver antennas is M and

N , respectively, can be modeled as

H(τ) =
L∑

l=0

A(l)δ(τ − l�τ) (6.1)
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A(l) =

⎛
⎜⎜⎜⎝

a
(l)
11 a

(l)
12 · · · a

(l)
1M

a
(l)
21 a

(l)
22 · · · a

(l)
2M

· · · · · · · · · · · ·
a

(l)
N1 a

(l)
N2 · · · a

(l)
NM

⎞
⎟⎟⎟⎠ (6.2)

where A(0)(l = 0) is the channel information of the preceding wave which we regard

as the desired channel in this work. A(l)(l = 1, ..., L) is the lth delayed channel

information. The notation a
(l)
nm means the lth delayed path gain response between

the mth transmit antenna and nth receive antenna. �τ is the unit delay time,

which corresponds to symbol period Ts, of the modulated signal.

6.1.1 Spatial-domain Signal Processing

A spatial-domain MIMO beamforming for a single data stream transmission, which

has proposed in [57], under FSF channels is shown in Figure 6.1.

( )s t

tw
rw

( )y t

1

2

M

1

2

N

(0)
A

(1)
A

( )L
A

Figure 6.1: Spatial Adaptive MIMO Beamforming configuration for FSF Channels.

The output of array elements is linearly combined with weight vector to give

the received signal. The output signal at the receiver can be expressed as

y(t) =

L∑
l=0

wH
r A(l)wts(t − l∆τ) + wH

r n(t) (6.3)

where s(t) is the transmitted signal, and n = [n1, n2, ..., nN ]T is i.i.d. additive noise

vector, which is assumed to be complex Gaussian processes with zero-mean and
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variance N0/2. The beamforming transmit and receive weight vectors wt,wr are

defined as

wt = [wt1, wt2, · · · , wtM ]T (6.4)

wr = [wr1, wr2, · · · , wrN ]T (6.5)

Assume that each delayed signal is uncorrelated and zero-mean, thereby

〈s∗(t − i∆τ)s(t − j∆τ)〉 = 0 for i 
= j (6.6)

Let us define Ps, PN and 1/γ representing the signal power, noise power and power

ratio of the signal to noise.

〈|s|2〉 = Ps (6.7)

〈|n1|2〉 = 〈|n2|2〉 · · · = 〈|nN |2〉 = PN (6.8)

1/γ ≡ Ps/PN (6.9)

If CSI of the preceding channel A(0) is known well at both sides, the output

SINR at the receiver is given by

Γ(wt,wr) =
wH

r A(o)wtw
H
t (A(o))Hwr∑L

l=1 wH
r A(l)wtw

H
t (A(l))Hwr + γwH

r wr

(6.10)

Since both the transmit and receive weight vectors are contained in the nu-

merator and denominator, (6.10) is considered a multivariable nonlinear equation.

It seems to be difficult to find the optimal weight vectors for the transmitter and

receiver analytically for maximizing the output SINR at the receiver. The solution

to find the optimal receiver and transmitter weight vectors for MIMO system in

FSF channels for detecting only the preceding signal is based on an iterative weight

update algorithm, which has been proposed in the Chapter 4. In the proposed

algorithm, the receiver and transmitter weight vectors are calculated and updated

alternately by using MMSE criterion and Lagrange method, respectively. Briefly,

the iterative operation (u > 1) is described as follows.

For the receiver weight vector

wr(u) = w̄r(u)/‖w̄r(u)‖ (6.11)
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where

w̄r(u) = R−1
nr (u − 1)A(o)wt(u − 1) (6.12)

and

Rnr(u) ≡
L∑

l=1

A(l)wt(u)wH
t (u)(A(l))H + γI (6.13)

Rnr(u − 1) is updated based on the previous transmitted weight vector wt(u)

for finding the optimal receive weight vector wr(u).

For the transmitter weight vector

wt(u) = w̄t(u)/‖w̄t(u)‖ (6.14)

where

w̄t(u) = R−1
nt (u)(A(o))Hwr(u) (6.15)

and

Rnt(u) ≡
L∑

l=1

(A(l))Hwr(u)wH
r (u)A(l) + γI (6.16)

Similarly, Rnt(u) is also updated based on the previous received weight vector

wr(u) for finding the optimal transmit weight vector wt(u).

Based on the proposed scheme, the degree of freedom (DOF) of both the trans-

mitter and receiver are joined together to suppress the delayed versions of the pre-

ceding signal while maximizing the output SINR at the receiver. The maximum

number of the delayed channels cancellation ability for M × N MIMO system is

confirmed by the computer simulation and given by

L = M + N − 2 (6.17)

Deriving from (6.17), the transmitter and receiver contributed their maximum

DOF through out the proposed method to mitigate effectively the delayed versions

of the preceding signal without using the tapped delayed line structure.

6.1.2 Spatial-Temporal Signal Processing

Although the spatial-domain adaptive MIMO beamforming had proposed to sup-

press ISI, since the preceding signal is considered as the desired signal and the
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subsequent signals are referred to as interferences reflected at increasing distance

of transmission, the more delayed signals increase the more output SINR at re-

ceiver is degraded. In this paper, we propose spatial-temporal MIMO beamforming

that improve the output SINR at receiver by utilizing multiple delayed versions

of the preceding signal instead of suppressing them. The spatial-temporal MIMO

beamforming configuration is shown in Figure 6.2.

Spatial - Domain Adaptive MIMO
Beamforming [9]

Spatial - Temporal Adaptive MIMO Beamforming [proposed in this paper]

1
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Figure 6.2: Spatial-Temporal MIMO Beamforming configuration for FSF Channels.

Assume that the delayed channels A(k) for k = 1, .., K < L are known as well

as the preceding channel A(0), the delayed versions of the transmitted signal are

uncorrelated and might be also detected simultaneously at the receiver.

By multiplying the receive weight vector w
(k)
r , the output signal arrived at time

k at the receiver can be expressed as

ŝ(k)(t) = w(k)
r A(k)w

(0)
t s(t − k∆τ)

+
L∑

l=0,l �=k

w(k)
r A(l)w

(0)
t s(t − l∆τ) + w(k)

r n(t) (6.18)

Since the path lengths of the preceding and delayed signals are different, the

received signal ŝ(k)(t) has the same data as the preceding signal ŝ(0)(t) but it is
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Beamforming

shifted by amount of k symbols delay time. In order to utilize the detected signals

ŝ(0)(t) to ŝ(K)(t) for maximizing the output SINR at the receiver, they are led into

a temporal-domain system, where the received signal ŝ(k)(t) is retarded by (K − k)

symbols time to form all the received signals having the same amount of delay time.

Then, the output array elements are combined with the optimal weight vector to

recover the data with highest output SINR. The output signal after spatial-temporal

signal processing can be given by

y(t) =

K∑
k=0

(w(k)
c )∗ŝ(k)(t) = wH

c ŝ(t) (6.19)

If the optimal transmit and receive weight vectors are given, the overall SINR

at the receiver based on the spatial-temporal adaptive signal processing is expected

by

SINRout = SINR0 +

K∑
k=1

SINRk (6.20)

where SINR0 and SINRk is the output SINR obtained from the preceding signal

ŝ(0)(t) and the delayed signal ŝ(k)(t), respectively.

6.2 Weights Determination of the Proposed Spatial-Temporal

Adaptive MIMO Beamforming

The optimal transmit and receive weight vectors of the spatial-temporal signal pro-

cessing, which combines the delayed signals with the preceding signal for maximizing

the output SINR at the receiver, are illustrated as follows.

• Calculate the optimal receive and transmit weight vectors w
(0)
r (u), w

(0)
t (u) at

the uth iteration for detection of the preceding signal, which has been pro-

posed in [57], and given by

w(0)
r (u) =

R−1
r0 (u − 1)A(0)w

(0)
t (u)

||R−1
r0 (u − 1)A(0)w

(0)
t (u)||

(6.21)

w
(0)
t (u) =

R−1
t0 (u)(A(0))Hw

(0)
r (u)

||R−1
t0 (u)(A(0))Hw

(0)
r (u)||

(6.22)
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Beamforming

where

Rr0(u) =
L∑

l=1

A(l)w
(0)
t (u)(w

(0)
t )H(u)(A(l))H + γI (6.23)

and

Rt0(u) =

L∑
l=1

(A(l))Hw(0)
r (u)(w(0)

r )H(u)A(l) + γI (6.24)

• Go to the (u + 1)th iteration until a certain condition for termination is sat-

isfied.

w(0)
r → w(0),opt

r (6.25)

w
(0)
t → w

(0),opt
t (6.26)

• Calculate the optimal receive weight vector w
(k)
r for detection of the kth de-

layed signal based on the optimal transmit weight vector w
(0),opt
t , which up-

dated from the iterative algorithm.

w(k)
r =

R−1
rk A(k)w

(0),opt
t

||R−1
rk A(k)w

(0),opt
t ||

(6.27)

where

Rrk =

L∑
l=0,l �=k

A(l)w
(0),opt
t (w

(0),opt
t )H(A(l))H + γI (6.28)

• Calculate the weight vector wopt
c to maximize the output SINR at the receiver

based on MMSE criterion.

wopt
c = arg min

wc

E{|s(t) −wH
c ŝ(t)|2} (6.29)

where E{.} represents the expected operation, and ŝ(t) = [ŝ(0)(t) ... ŝ(K)(t)].

Taking the derivative of the argument of (6.29) with respective to weight vec-

tor wc then equating it to zero yields

wopt
c = R−1

ŝŝ pŝs (6.30)

where

Rŝŝ = E{ŝ(t)̂sH(t)} (6.31)

is the covariance matrix of the received signals and

pŝs = E{ŝ(t)s∗(t)} (6.32)

is the correlation vector of the received signal ŝ(t) with reference data s(t).
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6.3 Output SINR

Since the preceding channel A(0) is considered as the desired channel, the opti-

mal transmit and receive weight vectors w
(0),opt
t and w

(0),opt
r are estimated based on

the iterative update algorithm, which has been proposed in [57]. On the other hand,

assume that the delayed channels A(1), ...,A(K)(K ≤ L) are also known as well as

the desired channel, the delayed versions of the preceding signal can be detected at

the receiver side. Since the weight vector of the transmitter is updated to join the

DOF of both the transmitter and receiver to suppress (M + N − 2) interferences

while maximizing the output SINR of the preceding signal, it does not provide its

DOF for detection of the delayed signals. In other word, only DOF of the receiver

is available to suppress (N − 1) interferences for detection of the delayed signals.

6.3 Output SINR

Based on the proposed spatial-domain signal processing, the optimal transmit and

receive weight vectors are used in the transmitter and receiver, respectively for

single data stream transmission. The output signal of the kth received signal (k =

0, 1, ..., K) at the receiver side is given by

ŝ(k)(t) = w(k),opt
r A(k)w

(0),opt
t s(t − k∆τ)

+

L∑
l=0,l �=k

w(k),opt
r A(l)w

(0),opt
t s(t − l∆τ) + w(k),opt

r n(t) (6.33)

The output SINR of the kth received signal is calculated via the cross-correlation

coefficient ρk at BS and given by

ρk =
E[ŝ(k)(t)s∗(t − k + 1)]√

E[|ŝ(k)(t)|2]E[|s(t − k + 1)|2] (6.34)

The output SINR calculation via the correlation coefficient for the kth received

signal at the BS is finally given by

SINRk =
|ρk|2

1 − |ρk|2 (6.35)

Based on temporal-domain signal processing, the output signal that combined

the preceding signal and the delayed signals by multiplied the optimal weight vector
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is given by

y(t) =

K∑
k=0

(
w(k),opt

c

)∗
ŝ(k)(t) (6.36)

The output SINR of spatial-temporal adaptive signal processing is calculated

via the cross-correlation coefficient ρ at BS and given by

ρk =
E[y(t)s∗(t)]√

E[|y(t)|2]E[|s(t)|2] (6.37)

Finally, the output SINR calculation via the correlation coefficient is given by

SINRout =
|ρ|2

1 − |ρ|2 (6.38)

6.4 Simulation Results

6.4.1 Simulation Conditions

In this section, we carry out the performance analysis of the proposed spatial-

temporal MIMO beamforming in frequency-selective fading channels using simula-

tion results by computer programs. The computer simulations are performed for

single data stream transmission in a single user case, where the MS is equipped with

M = 4 antenna elements while the BS has N = {4, 8} antenna elements, which re-

spectively results in 4×4 and 4×8 MIMO systems. We assume that the components

of the channel state matrix are independent identically distributed (i.i.d) with com-

plex Gaussian distribution, with the uniform power delay profile (model 1) and the

exponential power delay profile (model 2) [55], respectively, given by

p(τ) =
L∑

l=0

δ(τ − lTs) (model 1) (6.39)

p(τ) =
PR

στ

L∑
l=0

e−
τ

στ δ(τ − lTs) (model 2) (6.40)

where Ts is the symbol period of the transmitted signal, and PR is the average power

of multipath waves and στ is the delay spread.

For model 1, each impulse a
(l)
nm is generated by the i.i.d. process while keeping

< |a(l)
nm|2 >= 1 for n = 1, 2, ..., N, m = 1, 2, ..., M and l = 0, 1, ..., L.
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6.4 Simulation Results

Although the uniform power delay profile is effective for the examination of the

working mechanism of the proposed scheme, it is not realistic in indoor and outdoor

propagation environments. Therefore, the exponential delay power profile will be

used in order to evaluate the quantitative characteristics. The simulation conditions

are summarized in Table 6.1.

Table 6.1: Simulation model for MIMO beamforming

Parameters Value
Type of array linear
(M, N) antennas (4,4), (4,8)
Type of modulation BPSK
Signal length 104 symbols
Sampling type 1 sample/symbol
Input SNR 10dB, 20dB, 40dB

6.4.2 Results

First, we performed a 4 × 4 MIMO system simulation in frequency-selective fading

channels environment using model 1 (L = 7) and 3 delayed signals are utilized

to realize the maximum output SINR at receiver based on our proposed method.

The output SINRs for l = 0, 1, ..., 7 obtained from the received signal ŝ(k)(t)(k =

0, 1, ..., 3) multiplied by the updated received vector w
(k)
r are shown in Figure 6.3.

In order to make clear interference channels cancellation limit, we set the input

SNR = PS/PN = 40dB. Since A(0) is considered as the desired channel, the initial

transmit weight vector estimated from finding the largest eigenvalue λmax of the

correlation matrix (A(0))HA(0) (k = 0) is used to calculate the optimal receive and

transmit weight vectors w
(0),opt
r , w

(0),opt
t alternately by using the iterative update

weight algorithm, which has been proposed in [57]. The updated w
(0),opt
t is used

in the transmitter as a fixed weight vector and updated w
(0),opt
r is used in the BS

to detect the received signal ŝ(0)(t). On the other hand, based on the updated

transmit weight vector w
(0),opt
t , the receive weight vector w

(k)
r corresponding to the

channel A(k) is also updated to detect the delayed signal ŝ(k)(t). However, although

the received weight vectors are estimated based on an iterative update algorithm

to overcome the FSF channels, only the output SINR obtained from the received
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6.4 Simulation Results

signal ŝ(0)(t) is better than all the rest. It is clear that the degree of freedom

(DOF) at both the MS (M − 1) and the BS (N − 1) sides are exploited to suppress

(M + N − 2 = 6) interferences for the received signal ŝ(0)(t) while only the DOF of

the BS side is exploited to cancel (N − 1 = 3) interferences for the received signal

ŝ(k)(t).

Figure 6.4 shows the output SINRs viewing at median value of the CDF of the

detected signals based on our proposed scheme for a 4 × 4 MIMO system in terms

of the input SNR of 40dB and 20dB. Since each the signal ŝ(k)(t) detected is useful

to improve efficiently the output SINR, the result of our proposed scheme is better

than that of detection of the preceding signal only. The simulation result is shown

that the improved output SINR based on our proposed method agreed very well

with (6.20). However, the output SINR improvement depends on the number of BS

antennas because only the DOF of the BS is used to suppress the interferences of

the delayed signal ŝ(k)(t)(k 
= 0).

In order to verify the considerably improvement of output SINR based on our

proposed scheme when increasing the number of BS antennas, a 4×8 MIMO system

simulation in case of the input SNR of 40dB and 20dB are shown in Figure 6.5. It is

shown that the transmit data is detected not only by using the preceding wave but

also by exploiting its copies incoming the BS. On the other hand, the performance

of 4 × 4 and 4 × 8 MIMO systems for (L ≥ 4) and (L ≥ 8), respectively, might be

also improved slightly based on the proposed scheme when the input SNR is less

than 40dB.

We are now going to show how our proposed schemes apply to MIMO system

in FSF channels using model 2 for the delay spread of multipath waves over one

symbol period. We performed a simulation for a single user case in the case of 4×4,

and 4×8 MIMO systems with the input SNR = 10 dB and delay spread στ ranging

from 0 to 5Ts. For comparison, 4 × 4 and 4 × 8 MIMO systems using the transmit

and receive weight vectors obtained from finding the largest eigenvalues for the

correlation matrices (A(0))HA(0) and A(0)(A(0))H , respectively, are also performed

(It is called MIMO SVD). The simulation result is shown in Figure 6.6.

In Figure 6.6, both the output SINRs obtained from detection of the preceding

signal and the proposed method are better than that of the MIMO SVD. Even if

increasing the number of antennas at the receiver, the output SINR obtained from
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4 × 8 MIMO SVD is less than that of 4 × 4 MIMO system for detections of ŝ(0)(t)

and the proposed scheme. The more delay spread στ is larger, the more output

SINR of our proposed scheme improve considerably compared to that of detection

of the preceding signal ŝ(0)(t) only. Moreover, the proposed 4 × 4 MIMO system

might be considered to be equivalent to 4 × 8 MIMO system for detection of the

preceding signal ŝ(0)(t) only.

6.5 Summary

We have proposed spatial-temporal MIMO beamforming system for single data

stream transmission. The proposed scheme is applied for a single user for frequency-

selective fading channels without using the tapped delay line. The transmit and

receive weight vectors of the preceding signal and the receive weight vector of each

delayed signal estimated by using an iterative update algorithm are used to detect

the transmitted signal incoming the base station at different time. Over which

multiple detected signals are useful to maximize the output SINR compared to de-

tection of the preceding signal only. The improvement of SINR by the proposed

scheme allows that MIMO system can be suffered from interferences when the dis-

tance of transmission is made sufficiently large and the delay spread is larger than

one symbol period. The providing high-bit-rate with high performance by using

our proposed scheme without using the tapped delay lines is possible in MIMO

frequency-selective fading channels.
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Figure 6.3: Distribution function of SINR for a 4 × 4 MIMO system: (a) CDF for
ŝ(0)(t); (b) CDF for ŝ(1)(t); (c) CDF for ŝ(2)(t); (d) CDF for ŝ(3)(t)
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(a)

(b)

Figure 6.4: Median value of SINR vs. the number of interferences for a 4×4 MIMO
system: (a) SNRin = 40dB; (b) SNRin = 20dB
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(a)

(b)

Figure 6.5: Median value of SINR vs. the number of interferences for a 4×8 MIMO
system: (a) SNRin = 40dB; (b) SNRin = 20dB

88



6.5 Summary

Figure 6.6: Average SINR of MIMO system as a function of the delay spread στ .
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Chapter 7

Conclusion and Future Work

This chapter summarizes the results of this work and presents open topics for the

future research. Finally, conclusion of is included.

7.1 Conclusions

In recent years, MIMO antennas systems are used in fading environments to exploit

an enormous capacity advantage. It is regarded as one of the most promising tech-

nologies to improve performance and coverage of system. Several techniques have

been studied successfully for flat fading environment but frequency-selective fading

channels. In order to solve the MIMO frequency-selective fading channels, spatial

multiplexing OFDM has been proposed to transmit multiple independent streams

simultaneously. However, the performance of system is degraded by increasing the

distance of transmission. And besides, the decision feedback equalization technique,

where MIMO antennas systems equipped with TDL structure, will be one of the

topics research for mitigating the frequency-selective fading channels and maximize

the performance of system. However, they so far still suffer from computational

complexity, compact and low-cost hardware. Meanwhile, the determination of op-

timal transmit and receive weight vectors for MIMO beamforming system using

a single data stream transmission is one of the simple and sufficient solutions for

frequency-selective fading channels and maximize the output SINR at the BS. Ac-

cording to the numerical and simulation results shown in this work, the following

concluding remarks are obtained.

• The optimal transmit and receive weights determination scheme for MIMO
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beamforming for single data stream transmission in frequency-selective fading

channels has been analyzed and developed. Through studying the iterative

weight update algorithm for the transmitter and receiver in the MIMO beam-

forming, we have successfully proposed the cancellation of (M+N−2) delayed

channels for MIMO system with M and N antenna elements at mobile and

base stations, respectively. Using this method, MIMO beamforming system

can effectively mitigate multipath fading in frequency-selective fading chan-

nels with low computational complexity compared to MIMO system using

TDL structure.

• Deriving from the weights determination scheme, MIMO beamforming us-

ing single data stream transmission for multiuser system has been proposed.

Thereon, a maximum number of interference channels, which could be elimi-

nated in multiuser system, is analyzed in two cases of the receive weight vec-

tors optimization only and iterative update of both transmitter and receiver

weight vectors optimization. For the first case, which is characterized by sim-

ple scheme, shown good performance for propagation channel with the pre-

ceding channel of the desired user has few its own interference channels, while

the second case shown better performance but more sophisticated scheme.

• Since the preceding signal is considered as the desired signal and the subse-

quent signals are referred to as interferences reflected at increasing the distance

of transmission, which described in Chapter 6. However, the more delayed sig-

nals increase the more performance of system is degraded. In order to improve

the output SINR at the BS, the spatial-temporal MIMO beamforming for sin-

gle data stream transmission has been analyzed and developed. Using this

method, not only the preceding signal but also several delayed versions of the

preceding signal are detected at the receiver. Over which, multiple detected

signals are useful to maximize the performance of system compared to that

of detection of the preceding only. This improvement of performance is use-

ful for MIMO systems to complement the high-quality in broadband wireless

communication when the distance of transmission is made sufficiently large.
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7.2 Future Work

Referring to the above conclusions, there are several areas of this work which could

be extended for future research.

• MIMO beamforming for multiple data streams transmission in frequency-

selective fading channels is a challenging topic that increases the capacity

compared to the MIMO beamforming for single data stream transmission

while maximizing the SINR. It is expected to realize extremely high capacity

communication system.

• MIMO beamforming for multi-carrier transmission is expected to improve

both capacity and performance of system compared with MIMO beamforming

for single carrier transmission in frequency-selective fading environment.

• MIMO propagation channel measurement and characterization at 5GHz with

the expected results based on the proposed researches will be of great benefits

for implementing wideband MIMO frequency-selective fading channels.

• Novel MIMO data transmission scheme in fast fading environment for vehicu-

lar communications is the next research that contributes to the new-generation

wireless access system such as MIMO cellular system, intelligent transporta-

tion system (ITS), and ad hoc networks.
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Appendix A

Determination of Transmit Weight Vector w
(opt)
t,i

for the ith User

In the appendix, we will explain the transmit weight vector determination.

Starting from Eq.(5.11), we rewrite the output SINR for the ith user expression

as

Γ(wt,i;wr,j(j = 1, ..., Q, j 
= i)) =
wH

t,iA
(o)
i wr,iw

H
r,i(A

(o)
i )Hwt,i

R̃inf + γiw
H
r,iwr,i

(A.1)

where

R̃inf =

Li−1∑
l=1

wH
t,iA

(l)
i wr,iw

H
r,i(A

(l)
i )Hwt,i

+

Q∑
j=1,j �=i

Lj−1∑
l=0

wH
t,iA

(l)
j wr,jw

H
r,j(A

(l)
j )Hwt,i (A.2)

We use the Lagrange multiplier method under condition of wH
t,iwt,i = 1. Specif-

ically

φi = Γ(wt,i;wr,j, (j = 1, ..., Q, j 
= i)) + λi(1 −wH
t,iwt,i) (A.3)

where λi represents the Lagrange multiplier.

Taking the derivative of (A.3) with respect to wt,i and setting it to zero.

∂φi

∂wt,i
=

∂Γ(wt,i;wr,j, (j = 1, ..., Q, j 
= i))

∂wt,i
+

λi(1 − wH
t,iwt,i)

∂wt,i
= 0 (A.4)
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And as a consequence, we have

[(A
(0)
i )Hwr,iw

H
r,iA

(0)
i wt,i][R̃inf + γiw

H
r,iwr,i]

(R̃inf + γiwH
r,iwr,i)2

−
∑Li

l=1(A
(l)
i )Hwr,iw

H
r,iA

(l)
i wt,i

(R̃inf + γiwH
r,iwr,i)2

(wH
t,i(A

(0)
i )Hwr,iw

H
r,iA

(0)
i wt,i)

− λiwt,i = 0 (A.5)

In order to calculate the value of λi, (A.5) is multiplied by weight vector wH
t,i

with the condition ‖wt,i‖ = 1, then we have

λi =
wH

t,i(A
(0)
i )Hwr,iw

H
r,iA

(0)
i wt,i

(R̃inf + γiwH
r,iwr,i)2

Q∑
j=1,j �=i

Lj∑
l=0

wH
t,j(A

(l)
j )Hwr,iw

H
r,iA

(l)
j wt,j

+ γiw
H
r,iwr,i (A.6)

Substituting (A.6) into (A.5), and since wH
r,iA

(0)
i wt,i is a scalar, we have

wt,i =
R̃inf + γiw

H
r,iwr,i

wH
t,i(A

(0)
i )Hwr,i

R−1
nt,i(A

(0)
i )Hwr,i (A.7)

where Rnt,i is defined in the the Chapter 5, and is given by

Rnt,i ≡
Li−1∑
l=1

(A
(l)
i )Hwr,iw

H
r,iA

(l)
i +

Q∑
j=1,j �=i

Lj−1∑
l=0

wH
t,j(A

(l)
j )Hwr,iw

H
r,iA

(l)
j wt,jI

+ γiI (A.8)

Let us define

ξ =
R̃inf + γiw

H
r,iwr,i

wH
t,iA

(0)
i wr,i

(A.9)

Equation (A.7) can be written as

wt,i = ξR−1
nt,i(A

(0)
i )Hwr,i (A.10)

Without detailed calculation of ξ, the optimal transmit weight vector for the

ith user can be normalized and given by

w
(opt)
t,i =

R−1
nt,i(A

(o)
i )Hwr,i

‖R−1
nt,i(A

(o)
i )Hwr,i‖

(A.11)
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